**一、bagging和boosting**

先介绍Bagging方法：

Bagging即套袋法，其算法过程如下：

1. 从原始样本集中抽取训练集。每轮从原始样本集中使用Bootstraping的方法抽取n个训练样本（在训练集中，有些样本可能被多次抽取到，而有些样本可能一次都没有被抽中）。共进行k轮抽取，得到k个训练集。（k个训练集之间是相互独立的）

2. 每次使用一个训练集得到一个模型，k个训练集共得到k个模型。（注：这里并没有具体的分类算法或回归方法，我们可以根据具体问题采用不同的分类或回归方法，如决策树、感知器等）

3. 对分类问题：将上步得到的k个模型采用投票的方式得到分类结果；对回归问题，计算上述模型的均值作为最后的结果。（所有模型的重要性相同）

Boosting：

在分类问题中它通过改变训练样本的权重，学习多个分类器，并将分类器进行线性组合。

AdaBoosting方式每次使用的是全部的样本，每轮训练改变样本的权重。下一轮训练的目标是找到一个函数f 来拟合上一轮的残差。当残差足够小或者达到设置的最大迭代次数则停止。Boosting会减小在上一轮训练正确的样本的权重，增大错误样本的权重。（对的残差小，错的残差大）梯度提升的Boosting方式是使用代价函数对上一轮训练出的模型函数f的偏导来拟合残差。

Bagging，Boosting二者之间的区别

Bagging和Boosting的区别：

1）样本选择上：

Bagging：训练集是在原始集中有放回选取的，从原始集中选出的各轮训练集之间是独立的。

Boosting：每一轮的训练集不变，只是训练集中每个样例在分类器中的权重发生变化。而权值是根据上一轮的分类结果进行调整。

2）样例权重：

Bagging：使用均匀取样，每个样例的权重相等

Boosting：根据错误率不断调整样例的权值，错误率越大则权重越大。

3）预测函数权重：

Bagging：所有预测函数的权重相等。

Boosting：每个弱分类器都有相应的权重，对于分类误差小的分类器会有更大的权重。

4）是否可以并行计算：

Bagging：各个预测函数可以并行生成

Boosting：各个预测函数只能顺序生成，因为后一个模型参数需要前一轮模型的结果。

5）为什么说bagging是减少variance，而boosting是减少bias？

**Adaboost优缺点：**

Adaboost是一种加和模型，每个模型都是基于上一次模型的错误率来建立的，过分关注分错的样本，而对正确分类的样本减少关注度，逐次迭代之后，可以得到一个相对较好的模型。是一种典型的boosting算法。下面是总结下它的优缺点。

优点：泛化错误率低，易编码，可以应用在大部分分类器上，无参数可调整。adaboost是一种有很高精度的分类器。可以使用各种方法构建子分类器，Adaboost算法提供的是框架。当使用简单分类器时，计算出的结果是可以理解的，并且弱分类器的构造极其简单。简单，不用做特征筛选。不容易发生overfitting。

缺点：对离群数据点敏感。

适用数据类型：数值型和标称型数据。

**决策树优缺点：**

（1） 决策树的优点：

 直观，便于理解，小规模数据集有效

 执行效率高，执行只需要一次构建，可反复使用

（2）决策树的缺点：

 处理连续变量不好，较难预测连续字段

 类别较多时，错误增加的比较快

 对于时间序列数据需要做很多的预处理

 可规模性一般

 实际分类的时候只能根据一个字段进行

**随机森林优缺点：**

优点：

实现简单，训练速度快，泛化能力强，可以并行实现，因为训练时树与树之间是相互独立的；

相比单一决策树，能学习到特征之间的相互影响，且不容易过拟合；

能处理高维数据（即特征很多），并且不用做特征选择，因为特征子集是随机选取的；

对于不平衡的数据集，可以平衡误差；

相比SVM，不是很怕特征缺失，因为待选特征也是随机选取；

训练完成后可以给出哪些特征比较重要。

缺点：

在噪声过大的分类和回归问题还是容易过拟合；

相比于单一决策树，它的随机性让我们难以对模型进行解释。

**GBDT优缺点：**

优点：

预测精度高，适合低维数据，能处理非线性数据，可以灵活处理各种类型的数据，包括连续值和离散值。

在相对少的调参时间情况下，预测的准备率也可以比较高。这个是相对SVM来说的。

使用一些健壮的损失函数，对异常值的鲁棒性非常强。比如 Huber损失函数和Quantile损失函数。

缺点：

由于弱学习器之间存在依赖关系，难以并行训练数据。不过可以通过自采样的SGBT来达到部分并行。

如果数据维度较高时会加大算法的计算复杂度

**随机森林和GBDT的区别：**

1、随机森林采用的bagging思想，而GBDT采用的boosting思想。这两种方法都是Bootstrap思想的应用，Bootstrap是一种有放回的抽样方法思想。虽然都是有放回的抽样，但二者的区别在于：Bagging采用有放回的均匀取样，而Boosting根据错误率来取样（Boosting初始化时对每一个训练样例赋相等的权重1／n，然后用该算法对训练集训练t轮，每次训练后，对训练失败的样例赋以较大的权重），因此Boosting的分类精度要优于Bagging。Bagging的训练集的选择是随机的，各训练集之间相互独立，弱分类器可并行，而Boosting的训练集的选择与前一轮的学习结果有关，是串行的。

2、组成随机森林的树可以是分类树，也可以是回归树；而GBDT只能由回归树组成。

3、组成随机森林的树可以并行生成；而GBDT只能是串行生成。

4、对于最终的输出结果而言，随机森林采用多数投票等；而GBDT则是将所有结果累加起来，或者加权累加起来。

5、随机森林对异常值不敏感；GBDT对异常值非常敏感。

6、随机森林对训练集一视同仁；GBDT是基于权值的弱分类器的集成。

7、随机森林是通过减少模型方差提高性能；GBDT是通过减少模型偏差提高性能。

---------------------

**逻辑斯特回归优缺点：**

优点：

• 形式简单，模型的可解释性非常好。从特征的权重可以看到不同的特征对最后结果的影响，某个特征的权重值比较高，那么这个特征最后对结果的影响会比较大。

• 模型效果不错。在工程上是可以接受的（作为baseline)，如果特征工程做的好，效果不会太差，并且特征工程可以大家并行开发，大大加快开发的速度。

• 训练速度较快。分类的时候，计算量仅仅只和特征的数目相关。并且逻辑回归的分布式优化sgd发展比较成熟，训练的速度可以通过堆机器进一步提高，这样我们可以在短时间内迭代好几个版本的模型。

• 资源占用小,尤其是内存。因为只需要存储各个维度的特征值，。

• 方便输出结果调整。逻辑回归可以很方便的得到最后的分类结果，因为输出的是每个样本的概率分数，我们可以很容易的对这些概率分数进行cutoff，也就是划分阈值(大于某个阈值的是一类，小于某个阈值的是一类)。

缺点:

• 准确率并不是很高。因为形式非常的简单(非常类似线性模型)，很难去拟合数据的真实分布。

• 很难处理数据不平衡的问题。举个例子：如果我们对于一个正负样本非常不平衡的问题比如正负样本比 10000:1.我们把所有样本都预测为正也能使损失函数的值比较小。但是作为一个分类器，它对正负样本的区分能力不会很好。

• 处理非线性数据较麻烦。逻辑回归在不引入其他方法的情况下，只能处理线性可分的数据，或者进一步说，处理二分类的问题 。

• 逻辑回归本身无法筛选特征。有时候，我们会用gbdt来筛选特征，然后再上逻辑回归。

**K-Means聚类**

优点

算法简单，容易实现 ；

对处理大数据集，该算法是相对可伸缩的和高效率的，因为它的复杂度大约是O(nkt)，其中n是所有对象的数目，k是簇的数目,t是迭代的次数。通常k<<n。这个算法通常局部收敛。

算法尝试找出使平方误差函数值最小的k个划分。当簇是密集的、球状或团状的，且簇与簇之间区别明显时，聚类效果较好。

缺点

对数据类型要求较高，适合数值型数据；

可能收敛到局部最小值，在大规模数据上收敛较慢

K值比较难以选取；

对初值的簇心值敏感，对于不同的初始值，可能会导致不同的聚类结果；

不适合于发现非凸面形状的簇，或者大小差别很大的簇。

对于”噪声”和孤立点数据敏感，少量的该类数据能够对平均值产生极大影响。

**SVM支持向量机:**

高准确率，为避免过拟合提供了很好的理论保证，而且就算数据在原特征空间线性不可分，只要给个合适的核函数，它就能运行得很好。在动辄超高维的文本分类问题中特别受欢迎。可惜内存消耗大，难以解释，运行和调参也有些烦人，而随机森林却刚好避开了这些缺点，比较实用。

优点

可以解决高维问题，即大型特征空间；

能够处理非线性特征的相互作用；

无局部极小值问题。（相对于神经网络等算法）；

无需依赖整个数据；

可以提高泛化能力；

需要对数据提前归一化，很多人使用的时候忽略了这一点，毕竟是基于距离的模型，所以LR也需要归一化

缺点

当观测样本很多时，效率并不是很高；

一个可行的解决办法是模仿随机森林，对数据分解，训练多个模型，然后求平均，时间复杂度降低p倍，分多少份，降多少倍

对非线性问题没有通用解决方案，有时候很难找到一个合适的核函数；

对缺失数据敏感；

对于核的选择也是有技巧的（libsvm中自带了四种核函数：线性核、多项式核、RBF以及sigmoid核）：

第一，如果样本数量小于特征数，那么就没必要选择非线性核，简单的使用线性核就可以了；

第二，如果样本数量大于特征数目，这时可以使用非线性核，将样本映射到更高维度，一般可以得到更好的结果；

第三，如果样本数目和特征数目相等，该情况可以使用非线性核，原理和第二种一样。

对于第一种情况，也可以先对数据进行降维，然后使用非线性核，这也是一种方法。

**LR和SVM异同：**

不同点：1、损失函数不同

2、输入自变量不同（lr全部，svm是支持向量）

3、输出不同（lr是概率）

4、svm有约束条件，LR无约束

5、lr可解释性强，SVM先投影到更高维分类再投影到低维空间

6、svm对非线性问题更好更快实际上差不多，svm常用的核函数为高斯核和非线性核函数，LR也可以映射到高维，但采用核函数映射到高维更快

7、svm自带有约束条件正则，泛化能力比LR好，LR是无约束正则

相同点：

1、都是二分类

2、都采用正则化

3、都是监督学习

4、判别模型

**朴素贝叶斯优缺点：**

朴素贝叶斯属于生成式模型（关于生成模型和判别式模型，主要还是在于是否是要求联合分布），非常简单，你只是做了一堆计数。如果注有条件独立性假设（一个比较严格的条件），朴素贝叶斯分类器的收敛速度将快于判别模型，如逻辑回归，所以你只需要较少的训练数据即可。即使NB条件独立假设不成立，NB分类器在实践中仍然表现的很出色。它的主要缺点是它不能学习特征间的相互作用，用mRMR中R来讲，就是特征冗余。引用一个比较经典的例子，比如，虽然你喜欢Brad Pitt和Tom Cruise的电影，但是它不能学习出你不喜欢他们在一起演的电影。

优点：

朴素贝叶斯模型发源于古典数学理论，有着坚实的数学基础，以及稳定的分类效率。

对小规模的数据表现很好，能个处理多分类任务，适合增量式训练；

对缺失数据不太敏感，算法也比较简单，常用于文本分类。

缺点：

需要计算先验概率；

分类决策存在错误率；

对输入数据的表达形式很敏感。

朴素贝叶斯算法优点

1、对大数量训练和查询时具有较高的速度。即使使用超大规模的训练集，针对每个项目通常也只会有相对较少的特征数，并且对项目的训练和分类也仅仅是特征概率的数学运算而已。

2、支持增量式运算。即可以实时的对新增的样本进行训练。

3、朴素贝叶斯对结果解释容易理解。

4、在分布独立这个假设成立的情况下，效果出奇的好，会略胜于逻辑回归，同时需要的样本数目更少。

5、对数值变量特征默认符合正态分布。

二、朴素贝叶斯缺点

1、由于使用了样本属性独立性的假设，所以如果样本属性有关联时其效果不好。

2、实际物理意思别当真

3、使用平滑技术，由于容易为0

**朴素贝叶斯 VS 逻辑回归 区别：**

总结起来，有以下几点不同：  
(1)     Naive Bayes是一个生成模型，在计算P(y|x)之前，先要从训练数据中计算P(x|y)和P(y)的概率，从而利用贝叶斯公式计算P(y|x)。  
         Logistic Regression是一个判别模型，它通过在训练数据集上最大化判别函数P(y|x)学习得到，不需要知道P(x|y)和P(y)。  
(2)    Naive Bayes是建立在条件独立假设基础之上的，设特征X含有n个特征属性（X1，X2，...Xn），那么在给定Y的情况下，X1，X2，...Xn是条件独立的。  
Logistic Regression的限制则要宽松很多，如果数据满徐条件独立假设，Logistic Regression能够取得非常好的效果；当数据不满度条件独立假设时，Logistic Regression仍然能够通过调整参数让模型最大化的符合数据的分布，从而训练得到在现有数据集下的一个最优模型。  
 (3)    当数据集比较小的时候，应该选用Naive Bayes，为了能够取得很好的效果，数据的需求量为O(log n)  
          当数据集比较大的时候，应该选用Logistic Regression，为了能够取得很好的效果，数据的需求量为O( n)  
    Naive Bayes运用了比较严格的条件独立假设，为了计算P(y|x)，我们可以利用统计的方法统计数据集中P(x|y)和P(y)出现的次数，从而求得P(x|y)和P(y)。因而其所需的数据量要小一些，为O(log n).  
     Logistic Regression在计算时，是在整个参数空间进行线性搜索的，需要的数据集就更大，为O( n)

相同点
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Logistic regression和Naive bayes建模的都是条件概率 ![http://img0.tuicool.com/YRv2UjJ.png!web](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAF0AAAAjCAIAAAB5O5ElAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAEq0lEQVRo3u1ZP0jrWhj/roi4tHaoIgrmqigt2HgXO6ngHxwMONTBQZALgeShq5NODnUSfIPKUxDuUrCDioV06BCfVRRrwLaRWhD1RrQiLdgmg8/JO5xrXkxO+9T61CG/Kec7v3PynV+/853zpV8eHh7AhAElH+3AJ4WpCx6mLniYuuBh6oLH2+gSi8UURfnotfz25Dk0RVEKM0t1bZZlsbzBwcG+vj5sVyQSOT8/b21tfbfFBwIBjuMAYHFxUdfFcdxzPLFYLMlk8v7+3u124xkPBmxtbTEME41GVcv+/j7DMBsbG0ZyOp1mGObh3bGysjI3N2e0e73e50/CMEw6ncZ2YfbR9fU1ANTW1qoWJCr6iXRYWlqiafrdIkUFz/NNTU1FTkLT9NLSErar5Ef0H+MrAcBut//nvJlMRpKkvKH4vwHlsrq6uiLncbvdkiRlMhmMLt+/leuWCgAkSWqNyWQSAAiC0A1OJBI65vvg7OwMnkb0q0GSZCKRMNpLfwJ81bSvrq4AwOVyaUkodXs8Ht1gURR1wRwIBI6OjiRJmpmZsVgsAJBKpdbX18fGxt5Ql5ubGwCwWCyKogSDwdPT04qKCuwrQqHQyclJLpfzeDwXFxeCIDQ2Ng4NDamEpqYmURQ7Ozv1unx92pYkCQCqqqpQM5PJ7O7u8jxP07TD4dANjsfjbW1tWieqq6u7urrGx8ePj4/R/tre3o7H40aP5+fnc7lcgcXnWyoACIJAkqSiKJubmz09PfC493UIh8M2m21sbCwWi83OztI03dLSwnGcVhebzYZ1Q39Oo+S6tramWtrb271eb750Y7Va1efV1dXFxcVwOKwl8Dzf3d1tHFhMBEmSRFHU4eHhwMAA+vEGBweNtJ2dnYmJCQBAK3e73aFQSMe0Wq0oFPS6/NTsI/VuhqZ7KdBtwufzAYDT6QSAVCoFAPX19a+WwAg0J8dx6jmYT2J1FaIoojyY7wpmRMnfmvMI5TOKoop0miRJlFwuLy8BoKGh4Q11QXN6vd6Dg4Pp6ennDInH4y891Eu15xGKqObm5mcOJghClmWtpaysDABUJ87PzyHPkf/q/KLO6XK5UGwCQCAQQHtKC7/f73A4Kisr4fFQVxRlb29PGzU6///V5Y8f0T8ftUHJxZhfC7iezWa1Fq0EqVSK5/l80ffq/MLzPNoU5eXl6ovu7u50tGQyyfO8w+EQBAEe82AwGOzo6NDSstks9qpR+tf3b/C0LGJZlqIoo/xGuFwuURR1m3Z0dHRhYUEQhIqKCsDdeopHe3s7ADidToIgWJYlSXJkZETHqa2tJQiC47je3t7h4eGpqSmCICiKqqmp0dJOTk50l5LfKKZIMRZHsiyrFQeqs2RZfs+66UX1UYESqajvDHa7nSCISCSiWsbHxycnJ9Gzz+fr7u5GCfhzIhKJkCSJTX/Ffn9hGGZ5eVlrQReEUCgEAP39/R+99kJYXl7W3vHeUhe73U7TtN/vR02apgVBYFn29vZWLQU+J/x+P03TecvjN9nV0Wj0nfNIAU+eQ5NluTDzy4P5vxoO5ndvPExd8DB1wcPUBQ9TFzxMXfAwdcHD1AUPUxc8fgFycuL0S217UQAAAABJRU5ErkJggg==) ，对所最终求得的不同类的结果有很好的解释性。而不像SVM，神经网络这样解释性不高。

Naive bayes的好处是我没有优化参数这一步，通过训练数据我直接得到一个counting table，这些有助于并行化。小数据上面Naive bayes可以取得更好的效果，随着数据的增多、特征维度的增大，Logistic regression的效果更好。这也是因为Naive bayes是生成模型，在有prior的情况下模型能够把数据[fit](https://www.baidu.com/s?wd=fit&tn=24004469_oem_dg&rsv_dl=gh_pl_sl_csd)的更好，而Logistic regression属于判别模型，目标驱动化，不去建模联合概率，通过训练数据直接预测输出，因此在数据足够多的情况下能够得到更好一些的效果。

KNN算法；

优点

1、KNN是一种在线技术，新数据可以直接加入数据集而不必进行重新训练

理论成熟，思想简单，既可以用来做分类也可以用来做回归；

可用于非线性分类；

训练时间复杂度为O(n)；

对数据没有假设，准确度高，对outlier不敏感；

缺点

计算量大；

样本不平衡问题（即有些类别的样本数量很多，而其它样本的数量很少）；

需要大量的内存；

人工神经网络

一、 神经网络优点

1、分类准确度高，学习能力极强。

2、对噪声数据鲁棒性和容错性较强。

3、有联想能力，能逼近任意非线性关系。

二、神经网络缺点

1、神经网络参数较多，权值和阈值。

2、黑盒过程，不能观察中间结果。

3、学习过程比较长，有可能陷入局部极小值。

)EM最大期望算法

EM算法是基于模型的聚类方法，是在概率模型中寻找参数最大似然估计的算法，其中概率模型依赖于无法观测的隐藏变量。E步估计隐含变量，M步估计其他参数，交替将极值推向最大。

EM算法比K-means算法计算复杂，收敛也较慢，不适于大规模数据集和高维数据，但比K-means算法计算结果稳定、准确。EM经常用在机器学习和计算机视觉的数据集聚（Data Clustering）领域。

什么时候用归一化？什么时候用标准化？

  （1）如果对输出结果范围有要求，用归一化。

  （2）如果数据较为稳定，不存在极端的最大最小值，用归一化。

  （3）如果数据存在异常值和较多噪音，用标准化，可以间接通过中心化避免异常值和极端值的影响。

他的经验：1） 在分类、聚类算法中，需要使用距离来度量相似性的时候、或者使用PCA技术进行降维的时候，第二种方法(Z-score standardization)表现更好。2）

在不涉及距离度量、协方差计算、数据不符合正太分布的时候，可以使用第一种方法或其他归一化方法。比如图像处理中，将RGB图像转换为灰度图像后将其值限定在

[0 255]的范围。

哪些模型必须归一化/标准化？

（1）SVM

  不同的模型对特征的分布假设是不一样的。比如SVM 用高斯核的时候，所有维度共用一个方差，这不就假设特征分布是圆的么，输入椭圆的就坑了人家，所以简单的归一化都还不够好，来杯白化才有劲。比如用树的时候就是各个维度各算各的切分点，没所谓。

（2）KNN

  需要度量距离的模型，一般在特征值差距较大时，都会进行归一化/标准化。不然会出现“大数吃小数”。

（3）神经网络

  1）数值问题

  归一化/标准化可以避免一些不必要的数值问题。输入变量的数量级未致于会引起数值问题吧，但其实要引起也并不是那么困难。因为tansig（tanh）的非线性区间大约在[-1.7，1.7]。意味着要使神经元有效，tansig( w1x1 + w2x2 +b) 里的 w1x1 +w2x2 +b 数量级应该在 1 （1.7所在的数量级）左右。这时输入较大，就意味着权值必须较小，一个较大，一个较小，两者相乘，就引起数值问题了。

  假如你的输入是421，你也许认为，这并不是一个太大的数，但因为有效权值大概会在1/421左右，例如0.00243，那么，在matlab里输入 421·0.00243 == 0.421·2.43，会发现不相等，这就是一个数值问题。

  2）求解需要

  a. 初始化：在初始化时我们希望每个神经元初始化成有效的状态，tansig函数在[-1.7, 1.7]范围内有较好的非线性，所以我们希望函数的输入和神经元的初始化都能在合理的范围内使得每个神经元在初始时是有效的。（如果权值初始化在[-1,1]且输入没有归一化且过大，会使得神经元饱和）

  b. 梯度：以输入-隐层-输出这样的三层BP为例，我们知道对于输入-隐层权值的梯度有2ew(1-a^2)\*x的形式（e是誤差，w是隐层到输出层的权重，a是隐层神经元的值，x是输入），若果输出层的数量级很大，会引起e的数量级很大，同理，w为了将隐层（数量级为1）映身到输出层，w也会很大，再加上x也很大的话，从梯度公式可以看出，三者相乘，梯度就非常大了。这时会给梯度的更新带来数值问题。

  c. 学习率：由（2）中，知道梯度非常大，学习率就必须非常小，因此，学习率（学习率初始值）的选择需要参考输入的范围，不如直接将数据归一化，这样学习率就不必再根据数据范围作调整。 隐层到输出层的权值梯度可以写成 2ea，而输入层到隐层的权值梯度为 2ew(1-a^2)x ，受 x 和 w 的影响，各个梯度的数量级不相同，因此，它们需要的学习率数量级也就不相同。对w1适合的学习率，可能相对于w2来说会太小，若果使用适合w1的学习率，会导致在w2方向上步进非常慢，会消耗非常多的时间，而使用适合w2的学习率，对w1来说又太大，搜索不到适合w1的解。如果使用固定学习率，而数据没归一化，则后果可想而知。

  d.搜索轨迹：已解释

（4）PCA