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**Problem description**

ABC Bank wants to sell its term deposit product to customers and before launching the product they want to develop a model which help them in understanding whether a particular customer will buy their product or not (based on customer's past interaction with bank or other Financial Institution).

Bank wants to use ML model to shortlist customer whose chances of buying the product are more so that their marketing channel (tele marketing, SMS/email marketing etc.) can focus only to those customers.

This will save resource and their time (which is directly involved in the cost (resource billing)).

The task is to create binary classifier to forecast the probability of customer’s agreement to open term deposit

**Data understanding**

1. There are no obvious missing values but some values mark absence of data (‘unknown’, 999)
2. Raw dataset basically is about half categorical (9 out of 20 features) and half numerical (11 of 20 features), but some features can be converted to Boolean type or one-hot encoded
3. Duplicated rows contain data about different observations (different clients)
4. Assume that ‘default’ feature means the presence of the loan in default in any of the banks on the moment of contact. The same applies to ‘housing’ and ‘loan’ features
5. Features ‘month’ and ‘day\_of\_week’ are given to check if seasonality is presented in target distribution

**What type of data you have got for analysis**

Section: bank client data:

1 - age (numeric)

2 - job: type of job (categorical: 'admin.', 'blue-collar', 'entrepreneur', 'housemaid', 'management', 'retired', 'self-employed', 'services', 'student', 'technician', 'unemployed', 'unknown')

3 - marital: marital status (categorical: 'divorced' (means divorced or widowed), 'married', 'single', 'unknown')

4 - education (categorical: 'basic.4y', 'basic.6y', 'basic.9y', 'high.school', 'illiterate', 'professional.course', 'university.degree', 'unknown')

5 - default: has credit in default? (categorical: 'no', 'yes', 'unknown')

6 - housing: has housing loan? (categorical: 'no', 'yes', 'unknown')

7 - loan: has personal loan? (categorical: 'no', 'yes', 'unknown')

Section: last contact of the current campaign:

8 - contact: contact communication type (categorical: 'cellular','telephone')

9 - month: last contact month of year (categorical: 'jan', 'feb', 'mar', ..., 'nov', 'dec')

10 - day\_of\_week: last contact day of the week (categorical: 'mon','tue','wed','thu','fri')

11 - duration: last contact duration, in seconds (numeric). Important note: this attribute highly affects the output target (e.g., if duration=0 then y='no'). Yet, the duration is not known before a call is performed. Also, after the end of the call y is obviously known. Thus, this input should only be included for benchmark purposes and should be discarded if the intention is to have a realistic predictive model.

Section: current and previous campaigns attributes:

12 - campaign: number of contacts performed during this campaign and for this client (numeric, includes last contact)

13 - pdays: number of days that passed by after the client was last contacted from a previous campaign (numeric; 999 means client was not previously contacted)

14 - previous: number of contacts performed before this campaign and for this client (numeric)

15 - poutcome: outcome of the previous marketing campaign (categorical: 'failure', 'nonexistent', 'success')

Section: social and economic indicators

16 - emp.var.rate: employment variation rate - quarterly indicator (numeric)

17 - cons.price.idx: consumer price index - monthly indicator (numeric)

18 - cons.conf.idx: consumer confidence index - monthly indicator (numeric)

19 - euribor3m: euribor 3 month rate - daily indicator (numeric)

20 - nr.employed: number of employees - quarterly indicator (numeric)

**What are the problems in the data (number of NA values, outliers, skewed, etc.)**

1. Dataset is highly imbalanced with only 11,3% positive values
2. There are no obvious missing values but some values mark absence of data (‘unknown’, 999)
3. There are 24 duplicated rows in initial dataset. Assume they are not errors.
4. According to description data are related to from May 2008 – November 2010 period. January and February are not represented in dataset nor in 2009, neither in 2010 year. Assume it’s not an error and the campaign was not run during these periods.
5. `campaign` feature has huge right tail with single observations across it
6. `pdays` contains hidden NAN value (999) in 96% of records, thus it is a low-variance feature
7. `previous` feature contains zeros in 86% of records, thus it is also a candidate for low-variance feature. But it should be explored further
8. `poutcome` feature contains 'nonexistent' value in 86% of records, thus it is also candidate for low-variance feature. Should be explored further

**What approaches you are trying to apply on your data set to overcome problems like NA value, outlier, etc. and why?**

1. To overcome imbalance problem training set should be oversampled using any applicable strategy (for example, SMOTE). This will let model to generalize better
2. (1) Some missing values may be imputed based on correlated columns (for example, job and education can be used to impute values to each other using “most frequent” strategy). Have to test correlations further to find another relations OR (2) use some different imputing technique such as ‘most frequent’ strategy, KNN or IterativeImputer class from scikit-learn library
3. Try to train model on dataset with and without duplicate rows if possible
4. Nothing to do here
5. (1) Cutoff tail by replacing outlying values (> Q3+1.5\*IQR) with respective value OR (2) perform binning values
6. (1) Drop column OR (2) perform binning values
7. (1) Drop column OR (2) perform binning values
8. (1) Drop column OR (2) perform binning values

All the mentioned steps require effectiveness comparing. For this purpose, it is necessary to build data preprocessing pipeline. This will ease variants testing and will give the ability to apply the same pipeline to test dataset.

**Github repo link:** https://github.com/sharuhinda/bank\_marketing\_campaign