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# Abstract

As child and youth mental health (CYMH) providers face increasing service demands, anticipating and optimizing staff caseloads is critical to maintaining provider well-being and delivering equitable, high-quality care. However, there are a lack of efficient and reliable tools to support this decision-making in a way that accounts for variable client need and is cost-effective and fair. Manual review of client records, necessary to fairly and efficiently allocate new clients and monitor existing caseloads, is untenable in the face of the same workforce shortages. With this gap in mind, we propose examining the utility of leveraging machine learning algorithms trained on electronic mental health records (EHRs) to estimate the number of provider hours that a client may require in the weeks to come (caseweight). Specific objectives include: (i) identifying the features that best predict client-related provider hours from structured demographic, administrative and assessment EHRs at the earliest stages of client contact (i.e., intake screener scores) and at weekly intervals throughout treatment (i.e., aggregated visit counts,  days since last contact); ii) compare tree-based and neural network machine learning algorithms in their ability to predict client-related provider hours; iii) compare the utility of modelling a continuous index of needed provider hours (caseweight) compared to a classification of the same (i.e., low, medium, high); (iv) conduct interpretability analyses to identify and explain the contributions of individual features to model predictions.
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# Beyond counting clients: Developing a measure of clinician workload with machine learning

Amidst the growing demand for child and youth mental health services, human resource challenges have been identified as a significant barrier to providing timely, high-quality care ([CMHO, 2022](#ref-childrensmentalhealthontario2022); [WHO, 2022](#ref-worldme2022)). In 2020, a survey of community child and youth mental health (CYMH) centres in Ontario revealed that 83% of agencies reported staff vacancies, 59% of them direct service, front line positions (i.e., social workers, psychologists, and psychotherapists). This is a concern, as without an adequate and qualified workforce, children, youth and their families experience longer wait times, causing gaps in service that ultimately impact outcomes ([CMHO, 2020](#ref-childrensmentalhealthontario2020); [Comeau et al., 2019](#ref-comeau2019)). Illustratively, the same CMHO survey reported that 28,000 children and youth in Ontario were waiting up to 2.5 years for mental health services, some even “aging out” of the system before they were off the wait list ([CMHO, 2020](#ref-childrensmentalhealthontario2020); [CYMHLAC, 2019](#ref-cymhlac2019)).

With over 70% of mental health and addiction problems starting before age seventeen, any delay in access to service is a problem ([CMHO, 2019](#ref-cmho2019), [2020](#ref-childrensmentalhealthontario2020); [WHO, 2022](#ref-worldme2022)). Not only are critical opportunities for early intervention missed, but individual and family stress related to mental health challenges are compounded, increasing the burden to a public health care system, where in Ontario, hospitalization of youth with mental health and addiction issues has increased over the last 30 years by an estimated 90% ([CMHO, 2020](#ref-childrensmentalhealthontario2020); [CYMHLAC, 2019](#ref-cymhlac2019)). At the same time, when demand outpaces staffing, existing providers often end up managing higher client volumes containing more complex cases, which can perpetuate a cycle of provider burnout, absenteeism and high turnover ([Comeau et al., 2019](#ref-comeau2019); [King, 2009](#ref-king2009)). For this reason, the ability to anticipate and monitor the caseloads of providers is critical to improving client outcomes and minimizing provider burnout ([King et al., 2000](#ref-king2000); [King, 2009](#ref-king2009)).

According to recent reports by the Auditor General of Ontario on Child and Youth Mental Health, a vital issue limiting agencies’ ability to meet rising demand is the challenge of monitoring client-to-provider workload ratios in a way that accounts for individual client needs ([Auditor General of Ontario, 2016](#X74ef00379ba32932a14081a0b155af9f4f12f08), [2018](#Xfd2ada954160b70803c93fd53cbcc2893671edf)). Ideally, as case complexity increases, the overall number of cases in a provider’s portfolio (case count) should decrease; however, the administrative resources required to manually evaluate each case across dozens of caseloads are beyond what most public agencies can support ([CMHO, 2019](#ref-cmho2019)). As a result, cases are often assigned under the assumption that each requires a similar level of effort ([CMHO, 2019](#ref-cmho2019)). As a consequence, some clinicians consistently manage a higher proportion of complex cases than others ([CMHO, 2022](#ref-childrensmentalhealthontario2022); [King, 2009](#ref-king2009)). For example, an agency might set a target of 20 cases per provider for counselling services, meaning that providers with fewer than 20 cases have “room” for more, regardless of how many complex cases they have in their overall portfolio.

This “casecount” approach to determining caseloads can result in significant disparities in work, particularly for more experienced clinicians who may be assigned more complex cases due to their expertise ([CMHO, 2019](#ref-cmho2019); [King et al., 2000](#ref-king2000)). Complex cases may include those with severe behavioural challenges, high-risk family situations, or co-occurring mental health and developmental disorders, often requiring additional phone calls to coordinate with schools or other community supports, more frequent consultations with other professionals, longer or more detailed treatment plans, and extended documentation time ([CMHO, 2019](#ref-cmho2019); [King, 2009](#ref-king2009)). Without a systematic way to monitor workload beyond case counts, administrators may unknowingly overburden some staff, assuming they have the capacity for more cases when they may already be overburdened ([King, 2009](#ref-king2009)). A reliance on providers to self-report when they feel overwhelmed creates an uneven system where some clinicians silently manage unsustainable workloads, which can lead to burnout and diminished care quality ([CMHO, 2019](#ref-cmho2019); [King, 2009](#ref-king2009)).

Given this state of affairs, if there was a data-driven tool that could quantify workload based on client complexity rather than counts, it might support clinical decision-makers in a fairer distribution of work ([King, 2009](#ref-king2009); [Tran et al., 2019](#ref-tran2019)). However, the development of sophisticated data-driven predictive tools to aid in clinical decision-making has been hampered by several factors: i) a lack of resources across the public health sector generally ([Auditor General of Ontario, 2018](#Xfd2ada954160b70803c93fd53cbcc2893671edf); [CMHO, 2022](#ref-childrensmentalhealthontario2022)), ii) limits imposed by paper-based client record systems ([*Developing Caseload/Workload Guidelines for Ontario’s Child and Youth Mental Health Sector*, 2019](#ref-developi2019)), iii) disagreements on how “workload” should be defined ([*Developing Caseload/Workload Guidelines for Ontario’s Child and Youth Mental Health Sector*, 2019](#ref-developi2019)), and iv) lack of computing power and expertise in modelling complex electronic health record data in ways that remain transparent and interpretable ([Garriga et al., 2022](#ref-garriga2022); [Xiao et al., 2018](#ref-xiao2018)). However, the recent transition of CYMH services in Ontario from paper-based health records to electronic records, combined with increased computational power and advances in computer science, has opened the possibility of leveraging EHRs with machine algorithms to improve client outcomes.

With this gap in mind, the current research proposes to explore the feasibility of estimating the time that a given client might need from a provider at intervals across the treatment timeline using information contained in the EHR with the eventual goal of testing whether such predictions provide actual added value to clinical practice. The assumption underlying the research is that historical patterns predict future mental health resource use and that such patterns can be identified in electronic mental health records (EHR) despite their inherent sparseness and systematic bias ([Garriga et al., 2022](#ref-garriga2022)).

## Case-mix History

Across health domains, particularly emergency medicine, various strategies have been employed to manage provider workload by mapping service levels to client characteristics like symptom severity or prior diagnoses ([Johnson et al., 1998](#ref-johnson1998); [Tran et al., 2019](#ref-tran2019)). Case-mix classification systems have been used in the healthcare sector to help payers and agencies monitor costs by categorizing clients based on their expected resource use ([Johnson et al., 1998](#ref-johnson1998); [Tran et al., 2019](#ref-tran2019)). Casemix algorithms assume that though the needs of an individual will be unique, shared characteristics determine the type and intensity of treatment needed (e.g., family counselling versus crisis intervention). Typically, these systems are informed by information contained in patient (case) records. At the agency level, case records contain various information, including provider-level information like the number of direct and indirect hours associated with individual clients and client-level characteristics like diagnoses, treatment history, referral source and presenting symptoms (e.g., crisis intervention versus brief services).

Typically, case-mix systems take one of two approaches to classification ([CMHO, 2019](#ref-cmho2019)). Grouping systems assign people to classes in terms of their expected resource use, with each group having a specific weight (e.g., time-intensive treatment versus brief treatment) relative to the average case in the population ([Johnson et al., 1998](#ref-johnson1998); [Tran et al., 2019](#ref-tran2019)). For example, a client accessing long-term counselling and therapy services might be assigned a greater weight in terms of expected resource use than a client accessing a one-session brief service. Index systems, on the other hand, combine different case characteristics to provide a value that maps to expected resource use or acuity of needs (e.g. a case weight or case complexity score that ranges from 0, the least complex, to 1, the most complex) ([*Developing Caseload/Workload Guidelines for Ontario’s Child and Youth Mental Health Sector*, 2019](#ref-developi2019); [Tran et al., 2019](#ref-tran2019)). Indexing systems are often used to triage cases by assigning a score to new clients based on answers to an intake assessment. Often, there is a threshold score above which clients are considered acute and may receive services more quickly; at the same time, scores below a specific threshold may not qualify for publicly funded services at all. For instance, a youth reporting thoughts of suicide or other self-harming behaviour will likely index higher than a youth reporting problems remaining focused in school ([CMHO, 2019](#ref-cmho2019)).

Case-mix algorithms are typically conceptual, rules-based frameworks that rely on predefined factors known or hypothesized to affect client care needs ([Tran et al., 2019](#ref-tran2019)). These frameworks are informed by clinical expertise, existing research, or policy guidelines and often use well-defined variables such as demographic characteristics, diagnoses, or treatment types. In contrast, data-driven frameworks employ empirical analysis, leveraging statistical or machine learning techniques to identify patterns and groupings in client populations without relying on prior assumptions ([Garriga et al., 2022](#ref-garriga2022); [Martin et al., 2020](#ref-martin2020); [Tran et al., 2019](#ref-tran2019)). A data-driven approach holds the potential to uncover novel insights that conceptual frameworks may overlook.

While a hybrid approach—combining conceptual expertise for clinical validity with data-driven methods for automation and insight discovery—is ideal, the complexity of modeling EHR data has limited the development of reliable data-driven frameworks, particularly in mental health service delivery ([Tran et al., 2019](#ref-tran2019)). Existing research has primarily focused on acute, inpatient hospital settings, which differ substantially from community-based outpatient care ([Aminizadeh et al., 2023](#ref-aminizadeh2023); [Garriga et al., 2022](#ref-garriga2022); [Tran et al., 2019](#ref-tran2019)). In inpatient settings, conditions often have clear diagnostic criteria and predictable recovery trajectories, such as the relatively fixed timeline and treatment protocol for a broken arm. In contrast, recovery from mental health conditions like anxiety or depression is inherently more subjective, making modelling these data significantly more challenging ([**garriga2023?**](#ref-garriga2023)).

The challenges of modelling electronic mental health data are underscored by the limited body of research addressing this problem despite its urgency ([Tran et al., 2019](#ref-tran2019)). A 2019 scoping review of case-mix literature in community-based mental health care identified only one study that employed data-driven methods to predict mental health care resource needs in children and youth populations ([Martin et al., 2020](#ref-martin2020); [Tran et al., 2019](#ref-tran2019)). That study analyzed 4,573 client records from 11 UK outpatient CYMH agencies, comparing a conceptual ‘clinical-judgement’ framework to cluster analysis and negative binomial regression to predict the number of appointments a client would attend during treatment ([Martin et al., 2020](#ref-martin2020)). While the data-driven classification did as well as the conceptual classification, the researchers suggest that data quality issues (systematic errors introduced by data entry or subjective ratings) and omission of important individual-level factors that were not contained in the EHR impacted the accuracy of their models ([Martin et al., 2020](#ref-martin2020)).

In a related cohort, researchers attempted to predict the workload associated with client characteristics at a community-based mental health center for the elderly, aiming to develop a more accurate representation of workload than simple case counts could provide ([Baillon et al., 2009](#ref-baillon2009)). Using an eight-item, self-designed Case Weighting Scale (CWS), they identified factors that staff perceived as contributing to time demands. After an initial assessment, clinicians would complete the CWS for each client, assigning scores based on factors such as family support, communication difficulties or risk of harm to self or others. These scores were input into a multiple regression model, which generated an estimate of the total time that the client would need over a four-week period. The model accounted for 58% of the variance in time spent on client-related work, which they considered a success. However, the sample size of only 87 cases raises concerns about the model’s generalizability and accuracy ([Baillon et al., 2009](#ref-baillon2009)). Additionally, inter-rater and re-rater reliability results suggested that the assessments, whether derived from client self-reports or clinicians’ professional opinions, did not consistently align with the time required for client care ([Baillon et al., 2009](#ref-baillon2009)). Nevertheless, the study does provide a basis for understanding how client characteristics might be leveraged to predict workload in mental health care settings–particularly with more sophisticated models.

### Machine learning, a novel approach to modeling case-mix

Building on the limitations of traditional approaches like regression-based models in the Case Weighting Scale (CWS) study, machine learning (ML) offers a promising alternative for predicting mental health resource needs. Unlike conventional methods, ML algorithms learn directly from data without prior programming and are equipped to handle the high-dimensional nature of EHRs making them well-suited for mapping complex relationships between client features, such as depression scores or prior no-shows with outcomes like weekly service hours ([An et al., 2023a](#ref-an2023a); [Chen et al., 2023](#ref-chen2023)). Supervised ML models, aim to optimize a function f(x) that predicts an outcome Y (e.g., hours per week) from input features X, minimizing the difference between predictions and actual data. ML’s ability to uncover patterns in messy data presents a clear advantage for addressing the challenges of modelling client characteristics to predict workload ([An et al., 2023b](#ref-an2023); [Chen et al., 2023](#ref-chen2023)).

Within the mental health domain, ML has mainly been used to predict specific events like substance relapse ([Kinreich et al., 2021](#ref-kinreich2021)), self-harm, and suicide risk ([Simon et al., 2018](#ref-simon2018); [Walsh et al., 2017](#ref-walsh2017)). For example, Kinreich et al. ([2021](#ref-kinreich2021)) used ML to predict a change in drinking behaviour in a population diagnosed with alcohol use disorder (AUD). Combining features like brain connectivity, genetic risk scores and demographic information like age, they achieved 86% accuracy in identifying patients whose AUD had gone into remission, enabling clinicians to provide targeted interventions such as additional counselling sessions or closer monitoring ([Kinreich et al., 2021](#ref-kinreich2021)). Another study leveraged ML to monitor patient records and predict crisis relapse in 28-day windows based on EHR data([Garriga et al., 2022](#ref-garriga2022)). The top performing XGBoost model correctly differentiated those at risk from those not at risk for crisis relapse about 80% of the time ([Garriga et al., 2022](#ref-garriga2022)), and in a subsequent post-hoc case study, clinicians rated the predictions as useful for managing patient care in 64% of cases, reporting the estimates helped prioritize patients more effectively, potentially preventing crises ([Garriga et al., 2022](#ref-garriga2022)). Though the authors did not model resource use directly as we hope to do, ‘crisis risk’ served as a proxy for work. By predicting crises, they aimed to anticipate increased resource demand, allowing for better-informed case prioritization and management. Together, these examples demonstrate the utility of ML in identifying high-risk situations, highlighting its potential to enhance resource planning and improve care delivery in mental health settings.

## The current study

Building on insights from Garriga et al. ([2022](#ref-garriga2022)), the current research aims to explore the feasibility of estimating the number of weekly provider hours a case may require, assessed at 28-day intervals. The underlying assumption is that historical patterns can reliably predict future mental health resource use like provider-workload and that these patterns are identifiable in electronic mental health records (EHR).

To test these assumptions, we will analyze a retrospective, deidentified dataset from a large child and youth mental health (CYMH) agency in Ontario, Canada, encompassing data from clients served between 2019 and early 2024. Although largely exploratory, the study will be guided by several hypotheses. First, as informed by Garriga et al. ([2022](#ref-garriga2022)), we hypothesize that workload prediction will be weakest early in the client journey when available EHR data is limited to intake screener results and basic demographic information. However, as more data accumulates over the course of treatment—such as session attendance and crisis events—we anticipate prediction accuracy will significantly improve.

Consistent with Garriga et al. ([2022](#ref-garriga2022))’s, we expect that for new clients, factors such as a lack of family support and risk of harm to self or others will most strongly predict provider hours needed. For known clients, we hypothesize that time-based factors, such as the frequency of no-shows and the number of crisis events, will be more predictive of workload demands.

Finally, we expect that the winning machine learning algorithm will outperform a baseline model that will be designed to reflect the way agencies typically estimate resource needs today. This baseline model will rely on the conceptual approach often used in practice, where resource allocation is based on the type of service a client is accessing (e.g., counselling and therapy services being assigned greater weight than brief interventions) ([CMHO, 2019](#ref-cmho2019)). By comparing these approaches, the study aims to evaluate the extent to which data-driven machine-learning models can enhance workload prediction in CYMH settings.

# Methodology

## Overview

This study aims to estimate the weekly provider-hours needed (direct and indirect service) at regular stages in the client journey using machine learning predictive models. The analysis will utilize a retrospective dataset from Compass Child and Youth Family Services, the largest CYMH agency in northern Ontario. Compass serves a culturally and socially diverse population of children, youth, and families, making it a representative setting for this study.

## Data Set

The dataset will include de-identified client records with completed initial intake assessments for clients active between January 1, 2019, and December 31, 2024. Only cases with a completed initial screener will be included to ensure the availability of baseline data for generating meaningful predictions. Cases younger than five and older than 17 will be excluded, as Compass’ core services are only offered to children and youth under 18. There are no plans to exclude cases based on any other feature, including diagnoses; however, if, for whatever reason, this changes, it will be outlined in the documentation. The de-identified data will include approximately 6000 EHRs containing hundreds of datapoints such as demographic information, referrals, diagnoses, risk and well-being assessments and crisis events for all outpatients. All variables left over after initial variable reduction will be included in the final report. For an overview of the data flow from raw electronic health records (EHRs) to the derived weekly features used in the predictive model structure, see [Figure 1](#fig-datastructure).

Figure 1

Data Flow Pipeline

*Note*. Data flow from raw client records to the derived features used in the predictive model. The top section represents the raw data structure containing rows of client-specific information, including dates, programs, contact types, and contact durations. The middle section visualizes a sample client timeline, mapping key events such as assessment, no-shows, face-to-face contacts, and discharges, which are stored in the EHR. The bottom section shows the weekly aggregate feature set created from these events, with features such as days since last contact and direct hours that were logged for that case in the week prior. The weekly aggregates will be used for model selection and training to predict weekly workload (e.g., weekly caseweight)

## Data Security

Given the sensitivity of mental health data, strict privacy and security measures will be enforced throughout the research process. Necessary ethical approvals will be obtained from relevant ethics boards, including both Compass Child and Youth Family Services and Laurentian University’s institutional review board. An exemption for the use of de-identified data will also be required from both institutions.

De-identified clinical data will be extracted from Compass’s electronic health information system, which is maintained by the agency. The data will be de-identified at extraction using the Health Insurance Portability and Accountability Act (HIPAA) Safe Harbor Method ([OCR, 2012](#ref-rightsocr2012)). This process ensures that all directly identifying information, such as names, addresses, birth dates, and postal codes, is removed. Additionally, unique client identification codes will be encrypted using a hashing system to prevent re-identification.

To further enhance security, the dataset will remain under the custody of Compass at all times. Data analysis will be conducted solely by the principal researcher on a password-protected machine belonging to Compass. Model results, summary statistics, and visualizations will only include aggregate metrics, focusing on predictor and model performance. No individual scores or identifiers linked to clients or small subgroups will be reported. Approval from Compass will be obtained before any findings are disseminated in external reports or presentations.

## Data Preprocessing

After de-identification, data preprocessing will include cleaning, joining data frames and handling missing values. Decisions regarding missing data will be made on a case-by-case basis, with details on imputation or exclusion documented in the final report. Any data normalization procedures will also be reported. To ensure reproducibility, the Python data scripts used for preprocessing will be publicly available.

All data points will include an associated date and time, reflecting the moment a specific event or assessment occurred. These timestamps will guide the aggregation of each client’s case records into weekly evenly spaced time series for each client, spanning their first interaction with Compass to the last (see [Figure 1](#fig-datastructure)). Features and labels for each week will be computed at the start of the week from data that was aggregated the week before, ensuring temporal consistency and avoiding data leakage. Additionally, static data prone to change over time (e.g., postal code or school board information) will be excluded to mitigate the risk of retrospective leakage. Retrospective data leakage occurs when information from the future (relative to the prediction point in time) inadvertently influences the model during training or evaluation. This typically happens in retrospective studies where datasets contain time-stamped records, and the temporal order of events is not carefully maintained during data preprocessing or feature engineering.

![](data:image/png;base64,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)

## Data Splitting and cross-validation

To maintain temporal consistency and maximize the generalizability of the models, the plan is to conduct a time-based 80/10/10 split for training, validation, and testing with careful thought to seasonal aspects of our data. Typically, there are fewer clients accessing service in summer months compared to months that school is in. For this reason, utilizing only a half years data for a testing would risk influencing predictions. Data splitting will be based on chronological order, as follows:

Training Data: January 2019 to March 2023 - 79.69% Validation Data: April 2023 to September 2023 - 9.38% Test Data: October 2023 to April 2024. - 10.94%

Data from the first six months of the COVID-19 pandemic may need to be excluded, depending on its irregularity and impact on service delivery. This will be addressed during data cleaning, with details reported in the final documentation.

To tune model parameters and ensure robust evaluation, we will use time-based cross-validation. Cross-validation is a method used to assess how well a model is likely to perform on unseen data. In Cross-validation the training data is divided into sequential, time-based subsets, or “folds,” preserving the chronological order of the data. For each fold, the model parameters will be tuned on earlier time periods and tested on later ones, simulating real-world prediction scenarios where past data is used to forecast future outcomes. “Tuning model parameters” involves adjusting **hyperparameters**, which are internal settings that control how the model learns from the data. Examples include the depth of a decision tree, the number of trees in a random forest, or the learning rate in a neural network. The goal is to find the combination of hyperparameters that minimizes the error between the model’s predictions and the true values. This ensures that the model’s generalizability to new, unseen data has been thoroughly tested, while still accounting for the temporal nature of the dataset.

The test set will act as an unseen control to evaluate the final models’ performance at the very end after training and tuning. It will remain untouched during model development to provide an estimation of how the models will perform in real-world scenarios. Keeping the test set separate and untouched during training ensures that our final evaluation provides a better estimation of how the models will perform in practice. This final step is crucial for assessing the models’ generalizability and for identifying any over-fitting that may have occurred during training.

## Feature Generation (Independent Variables)

Features will be extracted from a possible set of approximately 400 variables. A complete list of proposed feature groupings and variables is provided in [Table 1](#tbl-predictors). Following the methodology outlined in Garriga et al. ([2022](#ref-garriga2022)), feature extraction will be categorized into six main types:

**Static or Semi-Static Features.** Demographic data will be represented as fixed values for each case. Age will be treated as a special case, recalculated annually to reflect changes over time.

**Diagnostic Features.** Each client will be assigned their most recent valid diagnosis if any (e.g., developmental disability, psychological disorder, or “undiagnosed”). Diagnoses will be grouped by category, using the latest valid entry up to the end of the training period to prevent data leakage. Any classification codes generated for these features will be documented in the final report.

**EHR Weekly Aggregations.** Weekly records of client-agency interactions will be aggregated for each client. These aggregated features will include counts of interaction types (e.g., appointments, no-shows) and one-hot encoded variables indicating whether a specific event occurred within the week. For one-hot encoding, a value of 1 indicates the event occurred, while 0 indicates it did not.

**Time-Elapsed Features.** For each event type and week, a feature will record the number of weeks since the last occurrence of the event. If the event has never occurred up to that point, the feature will be set to NA.

**Last Crisis Episode Descriptors.** Details from the most recent crisis episode (e.g., type, severity, resolution) will be used to create features for subsequent weeks until the next crisis occurs. If no crisis has occurred, the feature will be set to NA.

**Last Assessment Descriptors.** For each assessment item, features will be created based on the most recent assessment data, with values decaying over time to reflect diminishing relevance. This decay will apply until the next assessment occurs. All clients will have at least one assessment to ensure inclusion in the study.

**Status Features.** For records with a start and end date (e.g., program intake and discharge), features will assign values (or categories) corresponding to the active weeks. For weeks where the record is not applicable, the feature will be set to NA.

**Seasonality Effects.** In addition to record-based features, we will add the week number (of a year 1-52) to account for seasonality effects.

A final and complete list of all variables will be included in the final report.

Table 1

Planned Features (Predictors)

| Time based | Count based | Latest available assessment / contact information | Static/semi-static information |
| --- | --- | --- | --- |
| Weeks since last crisis event | Count of crisis events | Mental health acuity scores (e.g., depression, anxiety, internalizing, externalizing etc.) | Age, gender, school district |
| Weeks since first contact | Count of no-shows | Identified risks such as substance use, self-harm or suicide risk | ADHD/Autism diagnosis |
| Weeks since last no-show | Counts of substances used | Current services accessed | Mental health diagnosis |
| Weeks since last contact | Counts of phone calls | Identified symptoms | Learning disability diagnosis |
| Weeks since substance misuse identified | Count of previous completed services | Previously indicated need (CHAMPS) |  |
| Weeks since self/harm identified | Discharge and referral counts | Recent contact with CAS |  |
| Weeks since suicide risk identified | Number of current services | Recent psychological consult |  |
| Weeks since last discharge |  | Recent diagnosis |  |
| Weeks since last crisis episode |  | Current caregiver and family support |  |
| Weeks since first visit |  |  |  |
| Weeks since referral |  |  |  |

## Target Generation (Dependent Variable)

The caseweight prediction task will involve two modeling approaches: a continuous regression problem to estimate weekly provider hours and a classification problem to categorize workload intensity into low, medium, and high levels. Examining both approaches allows for flexibility in how predictions are used in practice ([Wang et al., 2021](#ref-wang2021)). The continuous regression model provides precise estimates of weekly hours, which are valuable for detailed planning and resource allocation. In contrast, the classification model simplifies workload prediction into actionable categories, which may be more practical for agencies to integrate into decision-making workflows, especially in contexts where exact estimates are less critical or harder to act on ([Wang et al., 2021](#ref-wang2021)).

Predictions will be generated weekly, with the model estimating the average weekly provider hours required for the upcoming 28 days using information from weeks prior. To support periodic updates, a rolling window approach will be applied, incorporating newly available data (or the absence of data) at the beginning of each week. This approach, commonly used in real-time predictive systems, allows for continuous refinement of predictions as additional information becomes available ([Garriga et al., 2022](#ref-garriga2022)).

The target variable for the regression task will be constructed by aggregating client-related direct and indirect hours logged by clinicians every Friday. These hours will be summed at the weekly level, corresponding to the feature engineering timeline, and aligned with the time recorded prior to each prediction week to prevent data leakage. We will also examine the stability and reliability of the target measure in two forms: the combined total of direct and indirect hours and the number of direct hours on its own, which may be a more stable measure of client-related work than non-direct hours which clinicians may not log consistently.

## Model Selection

A range of supervised machine learning algorithms were selected to address both regression (continuous provider hours) and classification (categories of provider hours) tasks. Models were selected based on how well-suited they are to handling high-dimensional, tabular datasets like electronic health records (EHRs).

Random Forest (RF) is an ensemble learning method that constructs multiple decision trees during training and outputs either the most common classifications or the average predictions from individual trees. RF was chosen for its ability to handle large datasets with numerous features, manage missing data effectively, and capture complex, non-linear relationships. Its built-in feature importance metrics also enhance interpretability, making it a strong candidate for understanding which variables drive predictions.

XGBoost, a highly efficient implementation of gradient boosting machines (GBMs), was selected due to its superior predictive accuracy, scalability, and ability to handle sparse datasets with missing values. Gradient boosting combines weak learners (typically decision trees) iteratively, optimizing for residual errors at each step to minimize a specified loss function. XGBoost’s regularization techniques, such as shrinkage and column sampling, help prevent overfitting, while its computational efficiency makes it well-suited for large datasets .

Feed-forward neural networks (FNNs), a class of deep learning models, were included for their flexibility in modeling complex non-linear interactions among variables. FNNs consist of interconnected layers of nodes where each node applies an activation function to transform input data. These networks are particularly useful when relationships between variables are intricate and not easily captured by tree-based methods.

Recurrent neural networks (RNNs) were added to leverage the sequential nature of the dataset. Unlike FNNs, RNNs include recurrent connections that allow the model to retain information about previous inputs, enabling it to capture temporal dependencies in time-series data. This makes RNNs particularly well-suited for tasks where past events influence future outcomes, such as predicting changes in weekly provider workload based on prior patterns.

Furthermore, a baseline model will be implemented to replicate how new clients are typically assigned in practices without sophisticated casemix algorithms for comparison. The baseline will rely on a simplified feature set, containing the programming they are accessing and their age. By evaluating all of the models against this baseline, we can better estimate whether machine learning approaches offer any improvement over traditional methods of estimating provider workload.

Each model will be trained on the same training set and evaluated using identical cross-validation splits to ensure consistency in comparisons. Hyperparameter optimization will be conducted for all algorithms, with 100 trials per model, focusing on minimizing Mean Absolute Error (MAE) for regression tasks and maximizing the Area Under the Receiver Operating Characteristic Curve (AUROC) for classification tasks. This process will ensure that the models are fine-tuned to achieve optimal performance.

All models will be compared against the baseline and one another to assess relative performance across both regression and classification tasks. Detailed hyperparameter search spaces and tuning procedures will be documented in the supplementary materials. ([Salditt et al., 2023](#ref-salditt2023); [Sheetal et al., 2023](#ref-sheetal2023)).

## Validation and Testing

Final models will be statistically compared and evaluated on the test set using appropriate performance metrics depending on whether it is a regression task (mean absolute error or root mean squared error) or classification task (accuracy, precision, recall and area under the curve). The evaluations will help determine each model’s accuracy, generalizability and robustness ([Salditt et al., 2023](#ref-salditt2023); [Wang et al., 2021](#ref-wang2021)). Final models will also be analyzed to identify which predictors were the most important in terms of estimating client-related work.

Furthermore, to enhance the interpretability of our model, we plan to implement SHapley Additive exPlanations (SHAP) for feature analysis ([Lundberg & Lee, 2017](#ref-lundberg)). SHAP is a method that helps quantify the contribution of each feature to the model’s predictions, providing insights into how specific client characteristics and historical data points influence predicted weekly clinician hours. Interpretability is essential in a mental health care setting, as decisions directly impact client care and resource allocation ([Feretzakis et al., 2024](#ref-feretzakis2024)). Clinicians and administrators need to understand not only the predicted workload but also the driving factors behind each prediction to ensure fair, personalized, and transparent decision-making. For instance, if certain factors like recent diagnoses or patterns of no-shows are highly influential, this can guide intervention strategies and inform staffing decisions tailored to client needs. SHAP’s ability to provide such detailed, interpretable explanations makes it a critical tool for ensuring that the model’s predictions are aligned with clinical understanding and ethical care practices ([Feretzakis et al., 2024](#ref-feretzakis2024)).

## Software and Tools

Python will be used as the primary programming language for model development and evaluation with support from R Statistical Software ([Van Rossum & Drake, 1995](#ref-vanrossum1995)). Quarto Markdown will facilitate documentation and ensure reproducibility, with all workflows executed within the Positron IDE environment ([**positron?**](#ref-positron)). Positron is a next-generation data science integrated development environment (IDE) developed by Posit PBC. It is built on Code OSS and designed to support multiple programming languages, including R and Python, providing an extensible and familiar environment for reproducible authoring and publishing.

# Limitations and Challenges

While our study aims to enhance understanding of client-related workload over time based on historical and real-time changes in client needs, several limitations should be acknowledged. First, our data is derived from a specific subset of the population—young people with mental health concerns in community outpatient settings—which may limit the generalizability of our findings to other demographics or healthcare settings. Additionally, although we are employing machine learning techniques to handle the complexity of electronic health data, these methods are not immune to biases inherent to the data itself. Systematic biases in the initial data collection process, such as underreporting, data entry errors, or misclassification, could influence the model’s predictions.

Moreover, our reliance on electronic health records means that the quality and completeness of the data are contingent upon the accuracy and thoroughness of data entry made by providers. Missing data and inconsistencies are inherent challenges that could affect the robustness of our models. Additionally, many of the scale scores may be influenced by the subjective interpretation of the provider who administered the assessment. While we will attempt to reduce these issues, there is no guarantee that all biases can be fully mitigated.

Another limitation is the exclusion of provider-side variables from our models. While this decision is aimed at maximizing fairness in case allocation, it also means that potentially valuable information about resource utilization influenced by provider characteristics is not considered. This could impact the comprehensiveness and accuracy of our workload predictions. In future iterations, it might be interesting to introduce a feedback loop where staff perception of workload is accounted for with a weekly or monthly “caseload satisfaction” measure.

Finally, while predictive accuracy and interpretability are crucial, a prospective cohort study would be necessary as a next step to evaluate how effectively the model supports clinical decision-making in practice. Such a study would allow us to track how predictions influence clinician workload distribution and client outcomes over time. It would provide a deeper understanding of its practical benefits and potential drawbacks in a live clinical setting. Garriga et al. ([2022](#ref-garriga2022)) demonstrated this approach effectively, showing that prospective cohort studies can offer insights into the model’s impact on workflow, clinician satisfaction, and client care quality. In future research, implementing a cohort study could help validate the model’s usefulness and refine it for improved applicability in mental health care settings.

# Conclusion

In conclusion, this research represents a crucial step toward addressing the complex and growing demands within mental health services with a data-driven approach. By developing a machine learning model to predict clinician workload, we aim to offer actionable insights that support fair resource distribution and responsive service delivery. Our approach will not only contribute to the field of mental health care by enhancing our understanding of workload drivers but also align with the pressing need for scalable, automated and efficient care solutions. Ultimately, this research has the potential to improve outcomes for clinicians and clients alike, ensuring that mental health care services are equipped to meet the needs of vulnerable populations with greater precision and equity.
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# Appendix

TABLES GO HERE

Figure A1

Modeling Caseweight–client-related work

*Note*. Using indicators of client-related work (e.g. depression scores, anxiety scores, etc.) in the electronic health record (EHR)to predict workload proxies. Adapted from *Predictors of Workload*, by Wang et al. ([2021](#ref-wang2021)).