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**embedding\_model.py:**

MySentences读取corpus中每个文件夹中的文件（内容为已经切分过的法律文档）

-->将文件中所有根据空格分开的词存入words变量并将其返回给变量sentences

-->gensim.models.Word2Vec将sentences中词语变为100维的向量，窗口设置为5，最小词频为1，最大迭代次数100，并存入model\_conll\_law.m

**bilstm\_cnn\_crf.py**

----🡪运行process\_train方法，参数设置为：语料路径corpus，迭代轮数nb\_epoch=1，base\_model\_weight = train\_model.hdf5

----🡪方法中：raw\_train\_file列表存放corpus中所有文件夹中的文件路径，运行process\_data( raw\_train\_file, ’train.data’)，将raw\_train\_file中每个字都上标注![C:\Users\dell\AppData\Local\Temp\1558885134(1).jpg](data:image/png;base64,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)，存入train.data中

----🡪运行create\_documents('train.data')，读取的每一条序列保存在一个实例化的“documents”类中“documents”类包含三个属性，“chars”，“labels”是两个数组，分别存放序列中每个字的内容和标签。第三个属性“index”则保存序列的序列号。读取序列的方式是逐行读取，在遇到句子的切分标签“，”“。”“；”时，也算作一行序列的结束而进入下一次循环.将所有数据保存在“documents”数组类型的变量**train\_documents**中

----🡪 get\_lexicon(train\_documents)生成词典lexicon, lexicon\_reverse

----🡪embedding\_model读取model\_conll\_law.m，embedding\_size为100

----🡪create\_embedding

(embedding\_model, embedding\_size, lexicon\_reverse)得到**embedding\_weights**存储(字典长\*100)矩阵，embedding\_weights[i]存储字典lexicon\_reverse中i所对应字的100维向量

----🡪设置label\_2\_index和index\_2\_label

----🡪create\_matrix将train\_documents中的数据的字典index，标签的数字形式，所属document的index分别存入train\_data\_list，train\_label\_list，train\_index\_list（这个没用）

----🡪随后，使用padding\_sentences函数对长度不足的行数据按照最长的序列的长度max\_len(为188)，使用“0”作为填充值进行补长，最终的有价值的输出为：train\_data\_array，train\_label\_array

----🡪model =Bilstm\_CNN\_Crf(max\_len,len(lexicon),len(label\_2\_index),embedding\_weights)

----🡪判断base\_model\_weight是否为空（即是否第一次训练），若否则model导入base\_model\_weight

----🡪hist=model.fit(train\_data\_array,train\_label\_array,batch\_size=256,epochs=nb\_epoch,verbose=1)

----🡪score=model.evaluate(train\_data\_array,train\_label\_array,batch\_size=512)

----🡪 model.save\_weights('train\_model.hdf5')

----🡪pickle.dump([lexicon,lexicon\_reverse,max\_len,index\_2\_label],open('lexicon.pkl','wb'))