# 第一章：绪论

## 1.1 研究背景、目的及意义

### 1.1.1 研究背景

近年来，随着信息技术和网络的大力发展，人们对计算机的应用越来越广泛，上至太空旅行，下至买菜做饭，计算机已经渗入到了我们生活的方方面面，然而在这样的信息爆炸的时代，人们都想用最短的时间做尽可能多的事情，计算机给我们带来生活便利的同时也让人们在无尽的信息中苦苦挣扎，因此如何用更少的数据表达更丰富的意义对人们至关重要。在海量数据中提取重要信息，忽略其它辅助性的次要信息成为很多计算机相关领域研究的热点问题。

人们能够在大量不相关的复杂信息的干扰下快速地找到显著性的物体或者感兴趣的目标，是由于人类和其他灵长目动物具有视觉注意机制、选择性注意机制，利用图像的局部特征，首先选定环境景象中某个特定的区域，然后通过眼睛运动扫描，将该区域置于具有更高分辨率的视网膜的中央四区，人们此时将注意力转移到该区域，对该区域的目标或者物体进行更深层次的分析和处理。

经学者们研究表明，人类视觉的选择性注意机制大致分为两个阶段：（自底向上的基于视觉场景中显著度计算的、快速的预注意阶段，这是一种低级的认知过程。（自顶向下的基于调整选择准则来适应外界命令要求的、慢速的注意阶段，这是一种高级的认知过程。人们希望用计算机来模拟这种类似用人眼观察周围场景的活动，因而产生了计算机视觉这门学科。计算机视觉在各个领域都给人们带来了很大的方便的同时也取得了很大的发展，但对于模拟人类视觉机制上仍然存在很大的障碍，其主要原因在于人类本身对于自己在生理和心理上感知周围世界的物体的机制仍然没有一个清晰的轮廓，这也是制约着该领域发展的最大障碍。

在计算机软硬件突飞猛进的今天，提取图像中感兴趣的区域已经应用到了

生活中的方方面面，例如在公安机关追踪肇事车辆逃逸时，能够根据目标车辆的特征对视频中的目标进行快速的蹄选，帮助公安机关在破案时节省了宝贵的时间。

显著性检测是计算机视觉领域中非常具有代表性的问题，它的目的是定位出那些最吸引人视觉注意的像素或区域。随着信息科技的发展与快速交通工具的推广，人类所接收的信息量呈指数级增长，如何筛选出人类感兴趣的目标和区域具有重要的意义。显著性区域与人视觉感知关系极为紧密， 并具有一定的主观性， 开展显著性检测的研究非常有利于图像处理基本任务的完成。例如，能够大致定位出兴趣目标，减小图像分割与检测的搜索范围和计算量; 精确的显著性检测使目标跟踪与识别更加容易

### 1.1.2 研究目的

期望使用深度学习算法，从有标记图像数据库中学习先验知识，用于提升显著性估计算法的性能。

1，用已有的深度学习库（cuDNN,caffe）来训练深度网络结构（cnn,auto-encoder）参数。

2，提取现有的大规模图像数据库中图像的objectness特征，objectness是 Alexe 等人提出，表示一个像素或区域包含完整目标的可能性。一个图像中所含目标通常包含下面特点：1)包含一个空间闭合的边界；2)和周围事物有不同的形态；3)有时是独特、突出的。人眼倾向于完整的去识别一个目标是否显著，因此评估每个区域是否属于可识别区域，将这些区域作为先验知识，在显著性检测的时候，可以将这些区域的显著性系数增大，结合深度学习得到的显著图来确定最终的显著图。从而提高显著性检测的准确性。

3，采用自上而下(Top-down) 视觉分析计算模型，来实现显著性的检测。

4，采用自上而下(Top-down) 视觉分析计算模型，基于现有规模图像数据库ImageNet，iSUN，SALICON，MSCOCO等，从现有图像中学习先验知识，进而提高显著性检测的准确性。 目标的抽象（语义）概念对于显著性估计非常重要，由于图像库MSCOCO标记出了目标的轮廓，我们可以先通过深度学习获得目标概念的描述（CALVIN），然后将概念语义加入到显著性估计的过程中，从而提升性能和准确性。 更进一步的，由于图像中有目标轮廓的标记，我们可以进一步标记出目标内部与非目标区域，从而可以学习二类分类器，区分是否有意义的目标。这个可以应用于图像中的任意边线，即给定边缘，可以判断是边缘的哪一侧为目标区域。

### 1.1.3 研究意义

借鉴人类视觉注意机制，计算机视觉领域的研究人员展开了对适用于计算机模拟的视觉注意模型的研究。他们通过将视觉注意模型作为机器视觉系统中进行信息筛选和计算资源优先分配的关键组件，用于提升计算机视觉系统处理海量数字媒体的能力，提高数字媒体资源的利用率。构建有效的视觉注意模型首先需要解决的关键性问题就是视觉显著性检测。然而目前由计算机模拟的视觉显著性检测算法的检测结果准确度还不高，这将会限制计算机视觉系统的应用效果和应用范围。因而构建检测性能更好的视觉显著性检测算法是目前计算机视觉领域亟待解决的关键性问题。

## 1.2 显著性研究现状

目前，国内外的许多研究机构对图像显著性区域检测做了广泛的研究，并取得了一定的成果。显著区域检测的本质是一种视觉注意模型。该模型利用视觉注意机制得到图像中最容易引起注意的区域，同时用灰度图像来作为该图像的显著性度量。人类视觉系统能够很快的从复杂的场景中检测到感兴趣的目标，而如何建立机器视觉注意模型来模拟人的视觉系统在图像处理领域得到极大关注。随着认知心理学和神经生物学的发展，人们对视觉注意机制以及视觉神经系统有了更深入的了解和认识，奠定了构建视觉注意机制模型的理论基础。 在复杂的场景中，人类视觉系统釆用串行计算，快速的将注意力转移到自己感兴趣的一个或者几个目标身上，优先处理这些目标区域，这就是视觉注意过程。视觉注意机制在人类的视觉系统中起到重要的心理调节作用，属于视觉感知模型中的一部分，协同记忆等模块完成各项任务，如目标匹配、目标分离以及注意焦点转移。从信息角度来说，视觉神经系统处理信息的资源以及能力都是有限的。所以，人类通过这种选择注意机制对海量的视觉信息进行处理，从而快速地进行分辨、筛选出重要的信息。 模拟人类视觉系统的显著性区域检测计算模型主要从两个角度出发：（1）自下而上（Bottom-up）的视觉分析计算模型；(2)自上而下(Top-down)的视觉选择注意模型。其中，前者基于低级视觉特征，即没有任何的先验知识，由数据驱动，自动捕获刺激人眼的区域，而后者则基于高级视觉特征，即先验知识的学习，由知识和任务驱动，以自我意识决定视觉关注区域。研究表明，在人类视觉注意的具体过程中，自下而上和自上而下的选择注意方式通常是共同协作、相互影响的。下面对这两种视觉分析模型进行简要介绍：

1）自下而上（Bottom-up）的视觉分析计算模型 许多研究人员试图通过描绘观察者感兴趣的区域和一些基本特征（如边缘和局部对比性）之间的关系来对显著性区域进行解释。其中，最具代表性的是Itti等人在年提出的视觉注意模型。该模型基于特征集成理论，采用高斯金字塔并综合考虑亮度、颜色、方向视觉特征，通过算子得到多尺度的显著性度量，最后经过合并、归一化得到最终的显著图像[1]；在Itti工作的基础上，Walther等人将其进行扩展，成功应用于目标识别，还建立了显著性检测网站并提供显著性测量工具箱；Harel等人提出基于图的视觉检测显著模型来突出显著区域并且可以结合其他图形[2]；Ma和Zhang等人提出利用颜色特征对比分析，并提出利用模糊增长算法提取图像的显著性区域。Gao和Mahadevan等人提出了基于中心-周围判别理论的显著性检测模型，简称为DICS模型。Chen Xia等人提出一种基于非局部重构的显著性区域检测方法，并通过利用非局部其余块对当前中心区域的重构误差来估计显著性[3]。同时Chen xia等人在前篇文章的基础上又提出了一种基于深层自动编码器重构的图像视觉显著性区域检测方法，以从全局的角度来挖掘无标记图像数据与显著性值之间的关系，提高图像中显著性区域检测的准确性[4]。

2) 自上而下(Top-down)的视觉分析计算模型 自上而下的视觉分析计算模型的基本思想是从场景中提取出多种基本特征，随后将其集成作为显著图像的表示。受可视化程序的启发，Sprague和Ballard提出了基于“加强学习”的自上而下显著检测模型，显示观察者在虚拟环境中的眼球运动；Kanan等人提出利用自认数据估计目标在每个位置概率的算法；Liu等人提出一种具体的学习机制，其通过条件随机场（自动学习出对各低层特征（包括局部特征、全局特征、区域特征）计算出的显著度权重，从而依据权重计算出图像各个位置总体的显著程度，并且依此进行显著物体的提取[5]。为了更加协调的将多种特征结合到显著性检测算法当中，Lang等人将显著性区域检测认为是一个多任务学习的问题，并提出了多任务稀疏追踪算法[6]。

## 1.3 显著性的相关应用

图像的显著性检测能够降低对于图像内容的理解与图像的低层特征之间存在的隔阂，这为其他层次的图像处理提供了极大的便利，例如图像分割【8】，目标检测，图像和视频压缩，目标重定位、图像编辑
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等等。除此之外，还可以应用到

车牌和路标的检测、高性能脑模型、高智能武器系统和医疗设备等方面。下面列举

出了两个图像显著性区域在其他图像处理过程中的应用。

显著性区域检测技术有着广泛的应用，在目标自动检测⑴、图像检索、物体识别图像分割视频的快速浏览和汇总、图像和视频压缩、图像自动化修剪和内容感知的图像编辑】】】』〃】等领域都可以应用。目前显著性检测技术的应用还无法令人满意，除了显著图本身的质量不够高以外，显著性信息应用方式和方法还不够成熟，需要找到更加令人满意的实现方法。

## 1.4 本文的主要内容

本文的工作主要分为三步：

1. 提取先验知识。这里的先验知识主要是指图像的目标性。图像目标性表示图像中的一个像素或者一快区域包含完整目标的可能性。一张图像中所含目标通常包含下面特点：1)包含一个空间闭合的边界；2)和周围事物有不同的形态；3)有时是独特、突出的，这些特点和显著的概念大体上一致。

（2）构建深度学习网络。由于目前卷积神经网络在图像处理方面的效果特别好，同时自动编码器也有很好的表现，拟从这两种网络结构中选取一种比较好的结构，在图像数据库上训练，得到一种能够很好表示图像显著性的结构及参数。

（3）先验知识与深度学习网络结构的融合。结合步骤（1）及步骤（2），来提高整个图像的显著性效果，最简单的结合方式是将步骤（1）中的图像目标性按照一定的权重加入到步骤（2）的显著图中。另外也可以将步骤（1）中得到的目标性特征直接加入到训练图像中去，将步骤（2）的训练作为预训练，根据加上先验知识的数据，最后一起来训练深度网络。

本文的主要内容安排如下：

第一章是绪论，主要是提出本论文的研究背景及意义，分析了研究现状，并给出了整个论文的整体思路。

第二章是论文相关的知识介绍
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