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**Abstract:**

The chemical process industry involves various complex processes and requires accurate predictions of yield and energy requirements. In this project, we applied different regression models to predict the energy required for distillation processes. The dataset contained 160 samples with ten features, including feed composition of A and B , temperature, pressure, column height, column diameter, reflux ratio, number of trays, yield, and energy. We used linear regression, kernel regression, Lasso regression, Ridge regression, random forest, decision tree, and K-NN models.

The results show that the K-NN model gave the highest R2 score of 0.8684, indicating a good fit of the model to the data. The random forest and decision tree model also gave a good R2 score of 0.6791 and 0.8396 respectively. The other models performed poorly with negative or close to zero R2 scores. The RMSE values for all the models were within the range of 9,894 to 51,998, indicating moderate to high error rates.

**Introduction:**

The chemical process industry is critical for producing various chemicals, fuels, and materials used in everyday life. Accurate prediction of yield and energy requirements is essential for optimizing the process efficiency, reducing production costs, and minimizing environmental impacts. However, predicting these parameters is challenging due to the complex and nonlinear relationships among various process variables. Therefore, several machine learning algorithms have been developed to model these relationships and predict the yield and energy requirements.

**Methodology:**

We used a dataset with 160 samples and ten features, including feed composition of A and B, temperature, pressure, column height, column diameter, reflux ratio, number of trays, yield, and energy. We first performed data preprocessing, including feature scaling and feature selection. We then applied various regression models, including linear regression, kernel regression, Lasso regression, Ridge regression, random forest, decision tree, and K-NN. We used 10-fold cross-validation for model evaluation and hyperparameter tuning.

**Results:**

The K-NN model gave the highest R2 score of 0.8684, indicating a good fit of the model to the data. Decision tree also have good R2 value of 0.8396 close to K-NN model performace. The random forest model also gave a good R2 score of 0.6791. The other models performed poorly with negative or close to zero R2 scores. The RMSE values for all the models were within the range of 9,894 to 51,998, indicating moderate to high error rates.

**Conclusion:**

In this project, we compared various regression models for predicting energy requirements in the distillation process. The K-NN,decision Tree & random forest models showed good performance, while the other models performed poorly. However, the RMSE values for all the models were relatively high, indicating that further improvements are needed in the model development. Overall, this study provides a valuable insight into the applicability of machine learning algorithms for predicting energy requirements in the distillation process.
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