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**Q1. Bayes Rule Applied to Text (based on slide: Bayes’ Rule for documents)**  
The PPT shows that classification is based on:
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### **Tasks:**

1. Explain in your own words what each term means: P(c), P(d∣c) and P(c∣d).
2. Why can the denominator P(d) be ignored when comparing classes?

**Ans:**

Bayes Rule Applied to Text

Task 1: Explain each term

* **P(c):** Prior probability of class c. This represents how likely class c is before seeing any document. It's calculated as the proportion of documents in the training set that belong to class c.
* **P(d|c)**: Likelihood of document d given class c. This represents how likely we are to see document d if we know it belongs to class c. In practice, this is computed as the product of probabilities of all words in the document given the class.
* **P(c|d)**: Posterior probability of class c given document d. This is what we want to find - the probability that document d belongs to class c after observing the document's content.

Task 2:

P(d) can be ignored when comparing classes because it's the same for all classes. Since we only care about which class has the highest probability, we can compare P(c|d) ∝ P(d|c) × P(c) for each class. The denominator P(d) acts as a normalization constant that doesn't affect the relative ordering of classes.

**Q2. Add-1 Smoothing (based on slide: Worked Sentiment Example)**  
In the worked example, priors are: P(−)=3/5, P(+)=2/5. Vocabulary size = 20.

### **Tasks:**

1. For the negative class, the total token count is 14. Compute the denominator for likelihood estimation using add-1 smoothing.
2. Compute P(predictable∣−) if the word “predictable” occurs 2 times in the negative documents.
3. Compute P(fun∣−) if “fun” never appeared in any negative documents.

**Ans:**

**Given:**

* P(−) = 3/5, P(+) = 2/5
* Vocabulary size = 20
* Negative class total token count = 14

**Task 1 : Denominator for add-1 smoothing**

Denominator = Total token count + Vocabulary size = 14 + 20 = **34**

**Task 2: P(predictable|−) with "predictable" occurring 2 times**

P(predictable|−) = (count + 1) / (total + vocabulary) = (2 + 1) / (14 + 20) = 3/34 = **0.088**

**Task 3: P(fun|−) with "fun" never appearing**

P(fun|−) = (0 + 1) / (14 + 20) = 1/34 = **0.029**

**Q3. Worked Example Document Classification (based on slide: Test document “predictable no fun”)**  
Using the smoothed likelihoods and priors from Q2, compute the probability scores for the document *“predictable no fun”* under both the positive and negative classes.

### **Tasks:**

1. Show each step of the multiplication.
2. Which class should the system assign to this document?

**Ans:**

We need P(predictable|+) and P(no|+) from the positive class as well. Assuming we have these values, the calculation would be:

For Negative Class:

P(−|d) ∝ P(−) × P(predictable|−) × P(no|−) × P(fun|−) P(−|d) ∝ (3/5) × (3/34) × P(no|−) × (1/34)

For Positive class:

P(+|d) ∝ P(+) × P(predictable|+) × P(no|+) × P(fun|+) P(+|d) ∝ (2/5) × P(predictable|+) × P(no|+) × P(fun|+)

**Q4. Harms of Classification (based on slide: Avoiding Harms in Classification)**

### **Tasks:**

1. Define **representational harm** and explain how the Kiritchenko & Mohammad (2018) study demonstrates this type of harm.
2. What is one risk of censorship in toxicity classification systems (based on Dixon et al. 2018, Oliva et al. 2021)?
3. Give one reason why classifiers may perform worse on African American English or Indian English, even though they are varieties of English.

**Ans:**

**Task 1: Representational Harm**

**Representational harm** occurs when systems reinforce demeaning portrayals or negative stereotypes about social groups. The Kiritchenko & Mohammad (2018) study demonstrated this by showing that sentiment analysis systems consistently rated sentences about certain demographic groups (particularly women and minorities) more negatively, even when the content was neutral, perpetuating harmful stereotypes.

**Task 2: Risk of Censorship**

One major risk is **over-censorship of marginalized voices**. Toxicity classifiers may flag discussions of discrimination, hate speech experiences, or reclaimed language used by marginalized communities as toxic, effectively silencing legitimate discourse about important social issues.  
  
**Task 3: Performance Issues with Language Varieties**

Classifiers may perform worse on African American English or Indian English because:

1. **Training data bias**: Models are typically trained on Standard American English, lacking sufficient representation of other varieties
2. **Different linguistic features**: These varieties have distinct grammatical structures, vocabulary, and expressions that may be misinterpreted by models trained on standard varieties

**Q5: Evaluation Metrics from a Multi-Class Confusion Matrix**

The system classified 90 animals into Cat, Dog, or Rabbit. The results are shown below:

| **System \ Gold** | **Cat** | **Dog** | **Rabbit** |
| --- | --- | --- | --- |
| **Cat** | 5 | 10 | 5 |
| **Dog** | 15 | 20 | 10 |
| **Rabbit** | 0 | 15 | 10 |

Tasks:

1. Per-Class Metrics
   * Compute precision and recall for each class (Cat, Dog, Rabbit).
2. Macro vs. Micro Averaging
   * Compute the macro-averaged precision and recall.
   * Compute the micro-averaged precision and recall.
   * Briefly explain the difference in interpretation between macro and micro averaging.
3. Programming Implementation  
   Write Python code that:
   * Accepts the confusion matrix above as input.
   * Computes per-class precision and recall.
   * Computes macro-averaged and micro-averaged precision and recall.
   * Prints all results clearly.

# **Q6. Bigram Probabilities and the Zero-Probability Problem**

You are given the following bigram counts from a small training corpus:

| **Previous word** | **Next words (with counts)** |
| --- | --- |
| <s> | I: 2, deep: 1 |
| I | love: 2 |
| love | NLP: 1, deep: 1 |
| deep | learning: 2 |
| learning | </s>: 1, is: 1 |
| NLP | </s>: 1 |
| is | fun: 1 |
| fun | </s>: 1 |
| ate | lunch: 6, dinner: 3, a: 2, the: 1 |

### **Tasks:**

1. **Bigram Sentence Probabilities**  
   Using maximum likelihood estimation (MLE):

![A black and white math equation

AI-generated content may be incorrect.](data:image/png;base64,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)

* + Compute the probability of sentence **S1:** <s> I love NLP </s>.
  + Compute the probability of sentence **S2:** <s> I love deep learning </s>.
  + Which sentence is more probable under the bigram model?

1. **Zero-Probability Problem**  
   Using the same table, compute:
   * P(noodle∣ate) with MLE.
   * Explain why this probability creates problems when computing sentence probabilities or perplexity.
   * Apply **Laplace smoothing (Add-1)** to recompute P(noodle∣ate). Assume the vocabulary size is 10 and total count after “ate” is 12.

**Ans:**Task 1: Bigram Sentence Probabilities

**For S1: <s> I love NLP </s>**

* P(<s> I) = 2/3 = 0.667
* P(I love) = 2/2 = 1.0
* P(love NLP) = 1/2 = 0.5
* P(NLP </s>) = 1/1 = 1.0

P(S1) = 0.667 × 1.0 × 0.5 × 1.0 = **0.333**

**For S2: <s> I love deep learning </s>**

* P(<s> I) = 2/3 = 0.667
* P(I love) = 2/2 = 1.0
* P(love deep) = 1/2 = 0.5
* P(deep learning) = 2/2 = 1.0
* P(learning </s>) = 1/2 = 0.5

P(S2) = 0.667 × 1.0 × 0.5 × 1.0 × 0.5 = **0.167**

**S1 is more probable** under the bigram model.

### **Task 2: Zero-Probability Problem**

**P(noodle|ate) with MLE:** P(noodle|ate) = 0/12 = **0**

**Problem**: This creates a zero probability for any sentence containing this bigram, making the entire sentence probability zero regardless of other words.

**With Laplace smoothing:** P(noodle|ate) = (0 + 1)/(12 + 10) = 1/22 = **0.045**

### **Q7. Backoff Model (based on “Activity: <s> I like cats … You like dogs” slide)**

Training corpus:

<s> I like cats </s>

<s> I like dogs </s>

<s> You like cats </s>

Counts:

* I like = 2
* You like = 1
* like cats = 2
* like dogs = 1
* cats </s> = 2
* dogs </s> = 1

### **Tasks:**

1. Compute P(cats∣I,like).
2. Compute P(dogs∣You,like) using trigram → bigram backoff.
3. Explain why backoff is necessary in this example.

Ans:

Given counts:

* I like = 2, You like = 1
* like cats = 2, like dogs = 1
* cats </s> = 2, dogs </s> = 1

**Task 1: P(cats|I,like)**

Since we have "I like" occurring 2 times, and we need to find how many times "I like cats" occurs. From the training data: "I like cats" appears in 2 out of 2 "I like" instances. P(cats|I,like) = 2/2 = **1.0**

**Task 2: P(dogs|You,like) using trigram → bigram backoff**

"You like dogs" appears 1 time out of 1 "You like" instance. However, if we use backoff to bigram: P(dogs|like) = 1/3 = **0.333**

**Task 3: Why backoff is necessary**

Backoff is necessary because we have sparse data. For trigrams, we may not have seen specific three-word sequences in our training data, so we fall back to bigrams (or unigrams) to get reasonable probability estimates rather than assigning zero probability.

### **Q8. Programming: Bigram Language Model Implementation (based on “Activity: I love NLP corpus” slide)**

### **Tasks:**

Write a Python program to:

1. Read the training corpus:
2. <s> I love NLP </s>
3. <s> I love deep learning </s>
4. <s> deep learning is fun </s>
5. Compute unigram and bigram counts.
6. Estimate bigram probabilities using MLE.
7. Implement a function that calculates the probability of any given sentence.
8. Test your function on both sentences:
   * <s> I love NLP </s>
   * <s> I love deep learning </s>
9. Print which sentence the model prefers and why.