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“Classification and prediction of clinical Alzheimer’s diagnosis based on plasma signaling proteins” talks about using a molecular test to classify and predict Alzheimer’s disease. According to the paper, Alzheimer’s disease affects one in eight people after reaching 65 years of age. And it usually requires a set of psychological test, image and exclusion of neurological disorders. For these reasons, this paper introduces molecular biomarker in blood plasma and MCI to classify and identify Alzheimer’s as early as possible.

They collected totally 259 plasma samples with 120 known signaling proteins are separated into training and test set for supervised classification. The data were analyzed with a shrunken centroid algorithm called predictive analysis of microarrays. It identified 18 predictors that may be related to the Alzheimer’s and nondemented control. Also, unsupervised clustering based on predictive signaling proteins lead to good separation. The output indicates that a highly specific plasma biomarker phenotype can characterize Alzheimer’s disease years before a clinical diagnosis can be made. Moreover, a series of investigation shows the biological relevance of the 18 predictors for Alzheimer’s disease.

Positive Aspects:

The first positive aspect caught my attention is the reason to do this research. It provides the current approach and digital data of predict and measure Alzheimer’s disease, which are inefficient and inaccurate. However, one in eight people by the time are meeting this disease. Thus, this paper introduces a new method to classify and predict Alzheimer’s disease by analyzing the plasma to test the 18 predictive signaling proteins.

Another positive aspect is the process of the experiment. It firstly gave a bold hypothesis that the pathological process leading to Alzheimer’s would cause characteristic changes in the concentrations of signaling. After that, it started to try to narrow the factors based on experiment of 259 plasma samples. By a series of analysis, including significance analysis of microarrays, predictive analysis of microarrays and unsupervised clustering, it indicates there are 18 predictors of signaling proteins can be used to classify and predict Alzheimer’s disease and NDC. Moreover, it doesn’t stop after the result of an experiment, but also tries to understand the potential biological relevance of the 18 signaling proteins that characterize Alzheimer’s. During this process, they used several functional annotation tools and PubMed to guarantee the accuracy of the analysis.

Negative Aspects:

From my point of view, this research and experiment is great and interesting. If we have to say some negative aspects, one could be the hypothesis. According to the paper, they hypothesized the changes in the concentrations of signaling proteins in blood and generating of a detectable disease-specific molecular phenotype just because the brain controls many body functions via the release of signaling proteins. This hypothesis is not rigorous and too arbitrary. I agreed we need to identify Alzheimer’s as early as possible, but it is also important to make sure the prediction is accurate and responsible for the potential patients.

Another negative aspect can be the dataset. There are only 259 archived plasma samples used to experiment. And we still have to separate them into training and test set. I believe this number is not enough for a biological experiment. However, they just simply announced they found some secreted signaling proteins differ considerably between subjects with Alzheimer’s disease and NDC subjects from the results.

Possible Extensions:

If I have this opportunity, I’d like to extend the sample size of their experiment to verify their result is accurate. In the paper, they have already found these 18 signaling proteins, so we can find more archived plasma or volunteers with alternative methods to test and verify the result is accurate and can be used to predict Alzheimer’s.

3.

Number: 024
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The twenty-fourth project is “Matching Handwriting with Its Author” This project is interesting, special and useful in the handwritten digit aspect. As I know, many projects focused on handwritten digit recognition, but matching handwriting with its author is also very important in reality. As the report stated, it can be widely used for bank check authentication, forensic or police investigation and document verification.

For the experiment, they chose to use an app called INKredible to manually collect handwriting samples on the tablet screen using stylus/finger. 300 handwriting samples were collected among 3 different authors and scaled to four different resolutions (4X4, 8X8, 16X16 and 64X64). After that, 3 preprocessing techniques are applied, including

1. Conversion of image to B/W – each pixel will either be ‘1’ (for white) or ‘0’ (for black).

2. Handwriting size normalization.

3. Background removal

After all these preparations, they start applying Naïve Bayes algorithm and SVM to train and test the samples. By comparing the results, SVM performs better in 8X8 and 64X64 samples with large training samples, otherwise Naïve Bayes is more accurate.

Positive Aspects:

The first positive aspect I’d like to mention is the “sample generating” of this project. They prudentially consider the problem of this project before the experiment that it is very time consuming to manually create handwritten samples. Therefore, they researched and found the way to automatically generate many artificial handwriting samples based on some original authentic samples written by human. Although the automatically generated handwriting may be not always natural-looking, it is worth to think and try to experiment.

Another interesting point is the research finds out the size-normalization and centering can improve SVM algorithm’s accuracy, but hinder the Naïve Bayes. The report doesn’t mention the reason for them to compare normalization, but we can see this is an important factor from the experiment diagram.

Negative Aspects:

After reading the project, I feel it is too simple. I understand it is not easy to implement these algorithms, but implementing them doesn’t solve real world problems. We could extend the project to research the reason that normalization is important for these algorithms. And add more implemented algorithms to test the hypothesis about it.

Another negative part is the dataset size. I understand it is time consuming to collect them, but comparing with 60000 samples in MNIST, 300 samples are really not enough to guarantee the accuracy of the result. According to the Fig. 11 of the report, the best algorithm at different number of raining samples and image resolutions is very unstable. If we increase the training samples and test samples, the result probably becomes totally different.

Possible Extensions:

As I mentioned in “Negative Aspects”, the first thing I’d like to extend is to find the reason that normalization affects algorithms so much. It will be another interesting research in this project. Moreover, I strongly suggest to increase handwriting samples for this project. Beside manually collect samples, it will be helpful if we can find a better way to generate more samples to make the result more accurate.