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**Multiprocessor caching and false sharing**

**Abstract**

This lesson presents the cache coherence problem for private caches and the potential for false sharing. It includes a short program that demonstrates the occurrence of false sharing in a program designed to check the load balance of the parallel Mandelbrot program discussed in the “Race conditions” lesson of unit 4 on OpenMP.

**Using this lesson**

It is envisioned that the material in the next section be given to students in a lecture or possibly as a reading. The skeleton of presentation slides are included to support this. Code for use in demonstrating false sharing is provided. This could be used in class, by explaining it and showing the results (following the rest of this document), or as a lab or HW using the provided exercise instructions for students.

**Multiprocessor caching**

In the previous discussion of caching, the cache was presented as living between the processor and the memory system. This picture is more complicated for parallel systems because processing is done by multiple entities (potentially multiple processors but definitely multiple cores within each processor). The following images depict two ways this could be done, using PE (processing element) to stand for a processor or core:

![](data:image/jpeg;base64,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)

The image on the left shows multiple PEs using a single cache while the image on the right shows each PE with a private cache. Real systems typically have several levels of cache, often arranged as a combination of these ideas; the level(s) of cache closest to the PEs are private while the lower level(s) of cache are shared.

Having private caches creates an added complication when code on the different PEs access the same memory address. In order to preserve the illusion of having a single memory, changes made by one of the PEs must be made visible to the others rather than just being made to the private cache. This need to share changes is called the *cache coherence* problem since it is concerned that the caches maintain a single coherent view of the contents of memory.

There are different ways to provide cache coherence, but the upshot is that private caches for the different PEs will sometimes need to invalidate a cache entry because that entry is needed by a different private cache. This is an unavoidable cost of using the same data on different PEs. Sometimes there is also an avoidable component of the cost, however, and that is the focus of this lesson.

Recall that each cache entry stores data from more than one address; this is how caches exploit spatial locality. In a multiprocessor setting, however, this can lead to a phenomenon called *false sharing*, which is when different PEs access different memory addresses but those addresses are close enough to be stored in the same cache entry. No data is actually shared between the PEs, but the memory system still invalidates the cache entries as if it were.

**Demonstrating false sharing**

In order to demonstrate false sharing, we’ll use the program ppm-balance.c. This program takes a .ppm file, which stores an image using a single number of each pixel. The image is conceptually divided into strips, each consisting of a contiguous collection of rows. Each strip is examined in parallel and the number of black pixels (i.e. those whose value is 0) is counted. The program then prints the amount of time the counting took in microseconds and the black pixel counts. Its ostensible purpose is to measure the load balance of the program mandelbrot.c used in the “Race conditions” lesson in unit 4. The strips correspond to the pixels generated by each thread and black pixels require more processing than white ones.[[1]](#footnote-1)

The key part of ppm-balance.c is the following loop, which actually counts the black pixels:

#pragma omp parallel num\_threads(numThreads)

{

int threadNum = omp\_get\_thread\_num();

int actNumThreads = omp\_get\_num\_threads();

int low = numRows\*threadNum/actNumThreads;

int high = numRows\*(threadNum+1)/actNumThreads;

for (int j = low; j < high; j++) {

for (int i = 0; i < numCols; i++) {

if(pixels[i][j] == 0)

numBlack[threadNum\*dist]++;

}

}

}

This code uses the parallel construct of OpenMP to create numThreads threads, each running this block simultaneously. The first two lines of the block use OpenMP library calls to set threadNum and actNumThreads to the thread number (a value from 0 to 1 less than the number of threads, with each thread having a distinct value) and the number of threads respectively. The next two lines use these values to determine the range of row indices for which the current thread will be responsible; the expressions are created so that the ranges are disjoint, cover 0 thru numRows-1, and make the size of each range the same up to rounding. All of this preamble, plus using low and high as the bounds of the next for loop, make that loop equivalent to a parallel for loop with default scheduling in OpenMP. The code is written as it is rather than using a parallel for loop explicitly so that each thread knows its ID number without multiple calls to omp\_get\_thread\_num; equivalent code using a parallel for loop would need to call this method in each iteration rather than once per thread.

Returning to the code itself, the nested for loop iterates through all the pixels in these rows to find those with value 0. Whenever one of these is found, the value of numBlack[threadNum\*dist] is incremented. numBlack is the array storing the counts of black pixels. When dist has value 1, the loop stores the pixel counts in consecutive array cells, one cell per thread. When dist has value 2, the counts are stored in the even array cells, with an unused cell between each pair of pixel counts. In general, there are dist-1 unused array cells between each pair of pixel counts.

The purpose of dist is to enable and eliminate false sharing. When dist is 1 or other small values, then multiple pixel counts are stored in a single cache line. Since each pixel count is used by a different task, this causes false sharing. As the value of dist increases, the distance between pixel counts increases, eventually reaching the point where only one count occurs in each cache line, completely eliminating the potential for false sharing.

To get the timing measurements, we use the call gettimeofday, which gives the current clock time to microsecond precision. This function is called twice, once before the block quoted above and once after. The difference between them is then the time used by the block. This technique is used instead of running the entire program with time since that measures the time of the entire program execution rather than just the block of interest. Since the rest of the program takes significant time (especially reading the input), that part obscures the running time difference caused by false sharing, which is on the order of milliseconds.

To run the program, it must be supplied with appropriate command line arguments. The first argument is the name of the ppm file to read. The second and third arguments are optional, but they give the number of threads to request (numThreads in the code) and the distance between used cells in numBlack (dist in the code), respectively. The system I ran on[[2]](#footnote-2) supports 16 hardware threads so I used that value as numThreads. I found the best illustration using the following parameters:

./ppm\_balance 1600x1600.ppm 16 1

./ppm\_balance 1600x1600.ppm 16 16

The first version uses every cell of numBlack and thus suffers from false sharing. The time varied somewhat, but the fastest times were in the range 16-17ms. The second version uses only every 16th cell of the array and runs complete in 7-8ms. Thus, false sharing causes the time of this loop to roughly double.

The program also illustrates one of the possible solutions to false sharing. The key to eliminating it is to prevent different threads from accessing nearby memory addresses. Often, the memory addresses are cells of an array of fields of a struct since those are guaranteed to be nearby in memory, but other variables can also be used in false sharing situations. Our strategy of lengthening the array and only using some of the cells is basically to add padding to the variables to separate them. The struct version of this is to add unused fields. The computation can also be restructured to avoid the sharing; for example, the false sharing in our example program would be eliminated if each thread kept its count in a private variable and then put only the final total into the array.

**Common Pitfalls for Students and Instructors**

Students sometimes have trouble understanding the role of the cache, basically that the system should behave as it would if there weren’t a cache. This is an issue when talking about multiprocessor caching since the need for cache coherence is only clear if they’re thinking in terms of an uncached system.

A particular piece of code that I anticipate being challenging for students is the calculation of the range of indices for each thread in the sample code:

int low = numRows\*threadNum/actNumThreads;

int high = numRows\*(threadNum+1)/actNumThreads;

Students can actually treat this as a black box, but in order to understand it, they need to see that high is the same as low with threadNum one higher, that low is 0 when threadNum is 0 and high is numRows when threadNum is actNumThreads-1.

1. The pixel color is determined by a loop that iterates a process on a value until either the value exceeds a threshold or a given number of iterations have been performed. Black pixels are those for which all the iterations are performed. White pixels are those that cause the value to exceed the threshold before this point, which causes the loop to exit before performing all the iterations. [↑](#footnote-ref-1)
2. A 2.1GHz AMD Opteron with 16 cores running Fedora Linux version 31. The code was compiled with gcc 9.2.1. These same parameters worked on a login node of Blue Waters. [↑](#footnote-ref-2)