Last login: Mon Aug 22 13:39:12 on ttys001

The default interactive shell is now zsh.

To update your account to use zsh, please run `chsh -s /bin/zsh`.

For more details, please visit https://support.apple.com/kb/HT208050.

(base) Shrirups-MacBook-Air:~ shrirupdwivedi$ docker ps

CONTAINER ID IMAGE COMMAND CREATED STATUS PORTS NAMES

698aad7237c3 bde2020/hadoop-datanode:2.0.0-hadoop3.2.1-java8 "/entrypoint.sh /run…" 13 days ago Up 55 seconds (health: starting) 9864/tcp datanode

047966cdae34 bde2020/hadoop-historyserver:2.0.0-hadoop3.2.1-java8 "/entrypoint.sh /run…" 13 days ago Up 54 seconds (health: starting) 8188/tcp historyserver

571df6b31fc6 bde2020/hadoop-namenode:2.0.0-hadoop3.2.1-java8 "/entrypoint.sh /run…" 13 days ago Up 54 seconds (healthy) 0.0.0.0:9000->9000/tcp, 0.0.0.0:9870->9870/tcp namenode

6cf3f70f133c bde2020/hadoop-nodemanager:2.0.0-hadoop3.2.1-java8 "/entrypoint.sh /run…" 13 days ago Up 55 seconds (health: starting) 8042/tcp nodemanager

7c558cd45690 bde2020/hadoop-resourcemanager:2.0.0-hadoop3.2.1-java8 "/entrypoint.sh /run…" 13 days ago Up 54 seconds (health: starting) 8088/tcp resourcemanager

(base) Shrirups-MacBook-Air:~ shrirupdwivedi$ docker exec -it namenode bash

root@571df6b31fc6:/# ls

-file autoinc\_mapper1.py boot hadoop media run tmp

-input autoinc\_mapper2.py data.csv hadoop-data mnt run.sh usr

-mapper autoinc\_reducer1.py dev home opt sbin var

-reducer autoinc\_reducer2.py entrypoint.sh lib proc srv

KEYS bin etc lib64 root sys

root@571df6b31fc6:/# hadoop jar /opt/hadoop-3.2.1/share/hadoop/tools/lib/hadoop-streaming-3.2.1.jar \

> -file autoinc\_mapper1.py -mapper autoinc\_mapper1.py \

> -file autoinc\_reducer1.py -reducer autoinc\_reducer1.py \

> -input input/data.csv -output output/all\_accidents1111

2022-08-23 20:02:28,052 WARN streaming.StreamJob: -file option is deprecated, please use generic option -files instead.

packageJobJar: [autoinc\_mapper1.py, autoinc\_reducer1.py, /tmp/hadoop-unjar9201491621414554813/] [] /tmp/streamjob4797239735057279641.jar tmpDir=null

2022-08-23 20:02:30,057 INFO client.RMProxy: Connecting to ResourceManager at resourcemanager/172.18.0.4:8032

2022-08-23 20:02:30,474 INFO client.AHSProxy: Connecting to Application History server at historyserver/172.18.0.2:10200

2022-08-23 20:02:30,558 INFO client.RMProxy: Connecting to ResourceManager at resourcemanager/172.18.0.4:8032

2022-08-23 20:02:30,561 INFO client.AHSProxy: Connecting to Application History server at historyserver/172.18.0.2:10200

2022-08-23 20:02:30,929 INFO mapreduce.JobResourceUploader: Disabling Erasure Coding for path: /tmp/hadoop-yarn/staging/root/.staging/job\_1661284813553\_0001

2022-08-23 20:02:31,252 INFO sasl.SaslDataTransferClient: SASL encryption trust check: localHostTrusted = false, remoteHostTrusted = false

2022-08-23 20:02:31,581 INFO sasl.SaslDataTransferClient: SASL encryption trust check: localHostTrusted = false, remoteHostTrusted = false

2022-08-23 20:02:31,709 INFO sasl.SaslDataTransferClient: SASL encryption trust check: localHostTrusted = false, remoteHostTrusted = false

2022-08-23 20:02:31,793 INFO sasl.SaslDataTransferClient: SASL encryption trust check: localHostTrusted = false, remoteHostTrusted = false

2022-08-23 20:02:31,884 INFO sasl.SaslDataTransferClient: SASL encryption trust check: localHostTrusted = false, remoteHostTrusted = false

2022-08-23 20:02:31,967 INFO sasl.SaslDataTransferClient: SASL encryption trust check: localHostTrusted = false, remoteHostTrusted = false

2022-08-23 20:02:32,067 INFO sasl.SaslDataTransferClient: SASL encryption trust check: localHostTrusted = false, remoteHostTrusted = false

2022-08-23 20:02:32,256 INFO mapred.FileInputFormat: Total input files to process : 1

2022-08-23 20:02:32,359 INFO sasl.SaslDataTransferClient: SASL encryption trust check: localHostTrusted = false, remoteHostTrusted = false

2022-08-23 20:02:32,425 INFO sasl.SaslDataTransferClient: SASL encryption trust check: localHostTrusted = false, remoteHostTrusted = false

2022-08-23 20:02:32,881 INFO mapreduce.JobSubmitter: number of splits:2

2022-08-23 20:02:33,220 INFO sasl.SaslDataTransferClient: SASL encryption trust check: localHostTrusted = false, remoteHostTrusted = false

2022-08-23 20:02:33,678 INFO mapreduce.JobSubmitter: Submitting tokens for job: job\_1661284813553\_0001

2022-08-23 20:02:33,678 INFO mapreduce.JobSubmitter: Executing with tokens: []

2022-08-23 20:02:34,056 INFO conf.Configuration: resource-types.xml not found

2022-08-23 20:02:34,058 INFO resource.ResourceUtils: Unable to find 'resource-types.xml'.

2022-08-23 20:02:34,542 INFO impl.YarnClientImpl: Submitted application application\_1661284813553\_0001

2022-08-23 20:02:34,702 INFO mapreduce.Job: The url to track the job: http://resourcemanager:8088/proxy/application\_1661284813553\_0001/

2022-08-23 20:02:34,711 INFO mapreduce.Job: Running job: job\_1661284813553\_0001

2022-08-23 20:02:50,776 INFO mapreduce.Job: Job job\_1661284813553\_0001 running in uber mode : false

2022-08-23 20:02:50,788 INFO mapreduce.Job: map 0% reduce 0%

2022-08-23 20:03:01,178 INFO mapreduce.Job: Task Id : attempt\_1661284813553\_0001\_m\_000000\_0, Status : FAILED

Error: java.lang.RuntimeException: Error in configuring object

at org.apache.hadoop.util.ReflectionUtils.setJobConf(ReflectionUtils.java:113)

at org.apache.hadoop.util.ReflectionUtils.setConf(ReflectionUtils.java:79)

at org.apache.hadoop.util.ReflectionUtils.newInstance(ReflectionUtils.java:137)

at org.apache.hadoop.mapred.MapTask.runOldMapper(MapTask.java:462)

at org.apache.hadoop.mapred.MapTask.run(MapTask.java:349)

at org.apache.hadoop.mapred.YarnChild$2.run(YarnChild.java:174)

at java.security.AccessController.doPrivileged(Native Method)

at javax.security.auth.Subject.doAs(Subject.java:422)

at org.apache.hadoop.security.UserGroupInformation.doAs(UserGroupInformation.java:1730)

at org.apache.hadoop.mapred.YarnChild.main(YarnChild.java:168)

Caused by: java.lang.reflect.InvocationTargetException

at sun.reflect.NativeMethodAccessorImpl.invoke0(Native Method)

at sun.reflect.NativeMethodAccessorImpl.invoke(NativeMethodAccessorImpl.java:62)

at sun.reflect.DelegatingMethodAccessorImpl.invoke(DelegatingMethodAccessorImpl.java:43)

at java.lang.reflect.Method.invoke(Method.java:498)

at org.apache.hadoop.util.ReflectionUtils.setJobConf(ReflectionUtils.java:110)

... 9 more

Caused by: java.lang.RuntimeException: Error in configuring object

at org.apache.hadoop.util.ReflectionUtils.setJobConf(ReflectionUtils.java:113)

at org.apache.hadoop.util.ReflectionUtils.setConf(ReflectionUtils.java:79)

at org.apache.hadoop.util.ReflectionUtils.newInstance(ReflectionUtils.java:137)

at org.apache.hadoop.mapred.MapRunner.configure(MapRunner.java:38)

... 14 more

Caused by: java.lang.reflect.InvocationTargetException

at sun.reflect.NativeMethodAccessorImpl.invoke0(Native Method)

at sun.reflect.NativeMethodAccessorImpl.invoke(NativeMethodAccessorImpl.java:62)

at sun.reflect.DelegatingMethodAccessorImpl.invoke(DelegatingMethodAccessorImpl.java:43)

at java.lang.reflect.Method.invoke(Method.java:498)

at org.apache.hadoop.util.ReflectionUtils.setJobConf(ReflectionUtils.java:110)

... 17 more

Caused by: java.lang.RuntimeException: configuration exception

at org.apache.hadoop.streaming.PipeMapRed.configure(PipeMapRed.java:222)

at org.apache.hadoop.streaming.PipeMapper.configure(PipeMapper.java:66)

... 22 more

Caused by: java.io.IOException: Cannot run program "autoinc\_mapper1.py": error=13, Permission denied

at java.lang.ProcessBuilder.start(ProcessBuilder.java:1048)

at org.apache.hadoop.streaming.PipeMapRed.configure(PipeMapRed.java:209)

... 23 more

Caused by: java.io.IOException: error=13, Permission denied

at java.lang.UNIXProcess.forkAndExec(Native Method)

at java.lang.UNIXProcess.<init>(UNIXProcess.java:247)

at java.lang.ProcessImpl.start(ProcessImpl.java:134)

at java.lang.ProcessBuilder.start(ProcessBuilder.java:1029)

... 24 more

2022-08-23 20:03:02,335 INFO mapreduce.Job: Task Id : attempt\_1661284813553\_0001\_m\_000001\_0, Status : FAILED

Error: java.lang.RuntimeException: Error in configuring object

at org.apache.hadoop.util.ReflectionUtils.setJobConf(ReflectionUtils.java:113)

at org.apache.hadoop.util.ReflectionUtils.setConf(ReflectionUtils.java:79)

at org.apache.hadoop.util.ReflectionUtils.newInstance(ReflectionUtils.java:137)

at org.apache.hadoop.mapred.MapTask.runOldMapper(MapTask.java:462)

at org.apache.hadoop.mapred.MapTask.run(MapTask.java:349)

at org.apache.hadoop.mapred.YarnChild$2.run(YarnChild.java:174)

at java.security.AccessController.doPrivileged(Native Method)

at javax.security.auth.Subject.doAs(Subject.java:422)

at org.apache.hadoop.security.UserGroupInformation.doAs(UserGroupInformation.java:1730)

at org.apache.hadoop.mapred.YarnChild.main(YarnChild.java:168)

Caused by: java.lang.reflect.InvocationTargetException

at sun.reflect.NativeMethodAccessorImpl.invoke0(Native Method)

at sun.reflect.NativeMethodAccessorImpl.invoke(NativeMethodAccessorImpl.java:62)

at sun.reflect.DelegatingMethodAccessorImpl.invoke(DelegatingMethodAccessorImpl.java:43)

at java.lang.reflect.Method.invoke(Method.java:498)

at org.apache.hadoop.util.ReflectionUtils.setJobConf(ReflectionUtils.java:110)

... 9 more

Caused by: java.lang.RuntimeException: Error in configuring object

at org.apache.hadoop.util.ReflectionUtils.setJobConf(ReflectionUtils.java:113)

at org.apache.hadoop.util.ReflectionUtils.setConf(ReflectionUtils.java:79)

at org.apache.hadoop.util.ReflectionUtils.newInstance(ReflectionUtils.java:137)

at org.apache.hadoop.mapred.MapRunner.configure(MapRunner.java:38)

... 14 more

Caused by: java.lang.reflect.InvocationTargetException

at sun.reflect.NativeMethodAccessorImpl.invoke0(Native Method)

at sun.reflect.NativeMethodAccessorImpl.invoke(NativeMethodAccessorImpl.java:62)

at sun.reflect.DelegatingMethodAccessorImpl.invoke(DelegatingMethodAccessorImpl.java:43)

at java.lang.reflect.Method.invoke(Method.java:498)

at org.apache.hadoop.util.ReflectionUtils.setJobConf(ReflectionUtils.java:110)

... 17 more

Caused by: java.lang.RuntimeException: configuration exception

at org.apache.hadoop.streaming.PipeMapRed.configure(PipeMapRed.java:222)

at org.apache.hadoop.streaming.PipeMapper.configure(PipeMapper.java:66)

... 22 more

Caused by: java.io.IOException: Cannot run program "autoinc\_mapper1.py": error=13, Permission denied

at java.lang.ProcessBuilder.start(ProcessBuilder.java:1048)

at org.apache.hadoop.streaming.PipeMapRed.configure(PipeMapRed.java:209)

... 23 more

Caused by: java.io.IOException: error=13, Permission denied

at java.lang.UNIXProcess.forkAndExec(Native Method)

at java.lang.UNIXProcess.<init>(UNIXProcess.java:247)

at java.lang.ProcessImpl.start(ProcessImpl.java:134)

at java.lang.ProcessBuilder.start(ProcessBuilder.java:1029)

... 24 more

2022-08-23 20:03:10,495 INFO mapreduce.Job: Task Id : attempt\_1661284813553\_0001\_m\_000000\_1, Status : FAILED

Error: java.lang.RuntimeException: Error in configuring object

at org.apache.hadoop.util.ReflectionUtils.setJobConf(ReflectionUtils.java:113)

at org.apache.hadoop.util.ReflectionUtils.setConf(ReflectionUtils.java:79)

at org.apache.hadoop.util.ReflectionUtils.newInstance(ReflectionUtils.java:137)

at org.apache.hadoop.mapred.MapTask.runOldMapper(MapTask.java:462)

at org.apache.hadoop.mapred.MapTask.run(MapTask.java:349)

at org.apache.hadoop.mapred.YarnChild$2.run(YarnChild.java:174)

at java.security.AccessController.doPrivileged(Native Method)

at javax.security.auth.Subject.doAs(Subject.java:422)

at org.apache.hadoop.security.UserGroupInformation.doAs(UserGroupInformation.java:1730)

at org.apache.hadoop.mapred.YarnChild.main(YarnChild.java:168)

Caused by: java.lang.reflect.InvocationTargetException

at sun.reflect.NativeMethodAccessorImpl.invoke0(Native Method)

at sun.reflect.NativeMethodAccessorImpl.invoke(NativeMethodAccessorImpl.java:62)

at sun.reflect.DelegatingMethodAccessorImpl.invoke(DelegatingMethodAccessorImpl.java:43)

at java.lang.reflect.Method.invoke(Method.java:498)

at org.apache.hadoop.util.ReflectionUtils.setJobConf(ReflectionUtils.java:110)

... 9 more

Caused by: java.lang.RuntimeException: Error in configuring object

at org.apache.hadoop.util.ReflectionUtils.setJobConf(ReflectionUtils.java:113)

at org.apache.hadoop.util.ReflectionUtils.setConf(ReflectionUtils.java:79)

at org.apache.hadoop.util.ReflectionUtils.newInstance(ReflectionUtils.java:137)

at org.apache.hadoop.mapred.MapRunner.configure(MapRunner.java:38)

... 14 more

Caused by: java.lang.reflect.InvocationTargetException

at sun.reflect.NativeMethodAccessorImpl.invoke0(Native Method)

at sun.reflect.NativeMethodAccessorImpl.invoke(NativeMethodAccessorImpl.java:62)

at sun.reflect.DelegatingMethodAccessorImpl.invoke(DelegatingMethodAccessorImpl.java:43)

at java.lang.reflect.Method.invoke(Method.java:498)

at org.apache.hadoop.util.ReflectionUtils.setJobConf(ReflectionUtils.java:110)

... 17 more

Caused by: java.lang.RuntimeException: configuration exception

at org.apache.hadoop.streaming.PipeMapRed.configure(PipeMapRed.java:222)

at org.apache.hadoop.streaming.PipeMapper.configure(PipeMapper.java:66)

... 22 more

Caused by: java.io.IOException: Cannot run program "autoinc\_mapper1.py": error=13, Permission denied

at java.lang.ProcessBuilder.start(ProcessBuilder.java:1048)

at org.apache.hadoop.streaming.PipeMapRed.configure(PipeMapRed.java:209)

... 23 more

Caused by: java.io.IOException: error=13, Permission denied

at java.lang.UNIXProcess.forkAndExec(Native Method)

at java.lang.UNIXProcess.<init>(UNIXProcess.java:247)

at java.lang.ProcessImpl.start(ProcessImpl.java:134)

at java.lang.ProcessBuilder.start(ProcessBuilder.java:1029)

... 24 more

2022-08-23 20:03:11,523 INFO mapreduce.Job: Task Id : attempt\_1661284813553\_0001\_m\_000001\_1, Status : FAILED

Error: java.lang.RuntimeException: Error in configuring object

at org.apache.hadoop.util.ReflectionUtils.setJobConf(ReflectionUtils.java:113)

at org.apache.hadoop.util.ReflectionUtils.setConf(ReflectionUtils.java:79)

at org.apache.hadoop.util.ReflectionUtils.newInstance(ReflectionUtils.java:137)

at org.apache.hadoop.mapred.MapTask.runOldMapper(MapTask.java:462)

at org.apache.hadoop.mapred.MapTask.run(MapTask.java:349)

at org.apache.hadoop.mapred.YarnChild$2.run(YarnChild.java:174)

at java.security.AccessController.doPrivileged(Native Method)

at javax.security.auth.Subject.doAs(Subject.java:422)

at org.apache.hadoop.security.UserGroupInformation.doAs(UserGroupInformation.java:1730)

at org.apache.hadoop.mapred.YarnChild.main(YarnChild.java:168)

Caused by: java.lang.reflect.InvocationTargetException

at sun.reflect.NativeMethodAccessorImpl.invoke0(Native Method)

at sun.reflect.NativeMethodAccessorImpl.invoke(NativeMethodAccessorImpl.java:62)

at sun.reflect.DelegatingMethodAccessorImpl.invoke(DelegatingMethodAccessorImpl.java:43)

at java.lang.reflect.Method.invoke(Method.java:498)

at org.apache.hadoop.util.ReflectionUtils.setJobConf(ReflectionUtils.java:110)

... 9 more

Caused by: java.lang.RuntimeException: Error in configuring object

at org.apache.hadoop.util.ReflectionUtils.setJobConf(ReflectionUtils.java:113)

at org.apache.hadoop.util.ReflectionUtils.setConf(ReflectionUtils.java:79)

at org.apache.hadoop.util.ReflectionUtils.newInstance(ReflectionUtils.java:137)

at org.apache.hadoop.mapred.MapRunner.configure(MapRunner.java:38)

... 14 more

Caused by: java.lang.reflect.InvocationTargetException

at sun.reflect.NativeMethodAccessorImpl.invoke0(Native Method)

at sun.reflect.NativeMethodAccessorImpl.invoke(NativeMethodAccessorImpl.java:62)

at sun.reflect.DelegatingMethodAccessorImpl.invoke(DelegatingMethodAccessorImpl.java:43)

at java.lang.reflect.Method.invoke(Method.java:498)

at org.apache.hadoop.util.ReflectionUtils.setJobConf(ReflectionUtils.java:110)

... 17 more

Caused by: java.lang.RuntimeException: configuration exception

at org.apache.hadoop.streaming.PipeMapRed.configure(PipeMapRed.java:222)

at org.apache.hadoop.streaming.PipeMapper.configure(PipeMapper.java:66)

... 22 more

Caused by: java.io.IOException: Cannot run program "autoinc\_mapper1.py": error=13, Permission denied

at java.lang.ProcessBuilder.start(ProcessBuilder.java:1048)

at org.apache.hadoop.streaming.PipeMapRed.configure(PipeMapRed.java:209)

... 23 more

Caused by: java.io.IOException: error=13, Permission denied

at java.lang.UNIXProcess.forkAndExec(Native Method)

at java.lang.UNIXProcess.<init>(UNIXProcess.java:247)

at java.lang.ProcessImpl.start(ProcessImpl.java:134)

at java.lang.ProcessBuilder.start(ProcessBuilder.java:1029)

... 24 more

2022-08-23 20:03:20,675 INFO mapreduce.Job: Task Id : attempt\_1661284813553\_0001\_m\_000000\_2, Status : FAILED

Error: java.lang.RuntimeException: Error in configuring object

at org.apache.hadoop.util.ReflectionUtils.setJobConf(ReflectionUtils.java:113)

at org.apache.hadoop.util.ReflectionUtils.setConf(ReflectionUtils.java:79)

at org.apache.hadoop.util.ReflectionUtils.newInstance(ReflectionUtils.java:137)

at org.apache.hadoop.mapred.MapTask.runOldMapper(MapTask.java:462)

at org.apache.hadoop.mapred.MapTask.run(MapTask.java:349)

at org.apache.hadoop.mapred.YarnChild$2.run(YarnChild.java:174)

at java.security.AccessController.doPrivileged(Native Method)

at javax.security.auth.Subject.doAs(Subject.java:422)

at org.apache.hadoop.security.UserGroupInformation.doAs(UserGroupInformation.java:1730)

at org.apache.hadoop.mapred.YarnChild.main(YarnChild.java:168)

Caused by: java.lang.reflect.InvocationTargetException

at sun.reflect.NativeMethodAccessorImpl.invoke0(Native Method)

at sun.reflect.NativeMethodAccessorImpl.invoke(NativeMethodAccessorImpl.java:62)

at sun.reflect.DelegatingMethodAccessorImpl.invoke(DelegatingMethodAccessorImpl.java:43)

at java.lang.reflect.Method.invoke(Method.java:498)

at org.apache.hadoop.util.ReflectionUtils.setJobConf(ReflectionUtils.java:110)

... 9 more

Caused by: java.lang.RuntimeException: Error in configuring object

at org.apache.hadoop.util.ReflectionUtils.setJobConf(ReflectionUtils.java:113)

at org.apache.hadoop.util.ReflectionUtils.setConf(ReflectionUtils.java:79)

at org.apache.hadoop.util.ReflectionUtils.newInstance(ReflectionUtils.java:137)

at org.apache.hadoop.mapred.MapRunner.configure(MapRunner.java:38)

... 14 more

Caused by: java.lang.reflect.InvocationTargetException

at sun.reflect.NativeMethodAccessorImpl.invoke0(Native Method)

at sun.reflect.NativeMethodAccessorImpl.invoke(NativeMethodAccessorImpl.java:62)

at sun.reflect.DelegatingMethodAccessorImpl.invoke(DelegatingMethodAccessorImpl.java:43)

at java.lang.reflect.Method.invoke(Method.java:498)

at org.apache.hadoop.util.ReflectionUtils.setJobConf(ReflectionUtils.java:110)

... 17 more

Caused by: java.lang.RuntimeException: configuration exception

at org.apache.hadoop.streaming.PipeMapRed.configure(PipeMapRed.java:222)

at org.apache.hadoop.streaming.PipeMapper.configure(PipeMapper.java:66)

... 22 more

Caused by: java.io.IOException: Cannot run program "autoinc\_mapper1.py": error=13, Permission denied

at java.lang.ProcessBuilder.start(ProcessBuilder.java:1048)

at org.apache.hadoop.streaming.PipeMapRed.configure(PipeMapRed.java:209)

... 23 more

Caused by: java.io.IOException: error=13, Permission denied

at java.lang.UNIXProcess.forkAndExec(Native Method)

at java.lang.UNIXProcess.<init>(UNIXProcess.java:247)

at java.lang.ProcessImpl.start(ProcessImpl.java:134)

at java.lang.ProcessBuilder.start(ProcessBuilder.java:1029)

... 24 more

2022-08-23 20:03:21,774 INFO mapreduce.Job: Task Id : attempt\_1661284813553\_0001\_m\_000001\_2, Status : FAILED

Error: java.lang.RuntimeException: Error in configuring object

at org.apache.hadoop.util.ReflectionUtils.setJobConf(ReflectionUtils.java:113)

at org.apache.hadoop.util.ReflectionUtils.setConf(ReflectionUtils.java:79)

at org.apache.hadoop.util.ReflectionUtils.newInstance(ReflectionUtils.java:137)

at org.apache.hadoop.mapred.MapTask.runOldMapper(MapTask.java:462)

at org.apache.hadoop.mapred.MapTask.run(MapTask.java:349)

at org.apache.hadoop.mapred.YarnChild$2.run(YarnChild.java:174)

at java.security.AccessController.doPrivileged(Native Method)

at javax.security.auth.Subject.doAs(Subject.java:422)

at org.apache.hadoop.security.UserGroupInformation.doAs(UserGroupInformation.java:1730)

at org.apache.hadoop.mapred.YarnChild.main(YarnChild.java:168)

Caused by: java.lang.reflect.InvocationTargetException

at sun.reflect.NativeMethodAccessorImpl.invoke0(Native Method)

at sun.reflect.NativeMethodAccessorImpl.invoke(NativeMethodAccessorImpl.java:62)

at sun.reflect.DelegatingMethodAccessorImpl.invoke(DelegatingMethodAccessorImpl.java:43)

at java.lang.reflect.Method.invoke(Method.java:498)

at org.apache.hadoop.util.ReflectionUtils.setJobConf(ReflectionUtils.java:110)

... 9 more

Caused by: java.lang.RuntimeException: Error in configuring object

at org.apache.hadoop.util.ReflectionUtils.setJobConf(ReflectionUtils.java:113)

at org.apache.hadoop.util.ReflectionUtils.setConf(ReflectionUtils.java:79)

at org.apache.hadoop.util.ReflectionUtils.newInstance(ReflectionUtils.java:137)

at org.apache.hadoop.mapred.MapRunner.configure(MapRunner.java:38)

... 14 more

Caused by: java.lang.reflect.InvocationTargetException

at sun.reflect.NativeMethodAccessorImpl.invoke0(Native Method)

at sun.reflect.NativeMethodAccessorImpl.invoke(NativeMethodAccessorImpl.java:62)

at sun.reflect.DelegatingMethodAccessorImpl.invoke(DelegatingMethodAccessorImpl.java:43)

at java.lang.reflect.Method.invoke(Method.java:498)

at org.apache.hadoop.util.ReflectionUtils.setJobConf(ReflectionUtils.java:110)

... 17 more

Caused by: java.lang.RuntimeException: configuration exception

at org.apache.hadoop.streaming.PipeMapRed.configure(PipeMapRed.java:222)

at org.apache.hadoop.streaming.PipeMapper.configure(PipeMapper.java:66)

... 22 more

Caused by: java.io.IOException: Cannot run program "autoinc\_mapper1.py": error=13, Permission denied

at java.lang.ProcessBuilder.start(ProcessBuilder.java:1048)

at org.apache.hadoop.streaming.PipeMapRed.configure(PipeMapRed.java:209)

... 23 more

Caused by: java.io.IOException: error=13, Permission denied

at java.lang.UNIXProcess.forkAndExec(Native Method)

at java.lang.UNIXProcess.<init>(UNIXProcess.java:247)

at java.lang.ProcessImpl.start(ProcessImpl.java:134)

at java.lang.ProcessBuilder.start(ProcessBuilder.java:1029)

... 24 more

2022-08-23 20:03:30,856 INFO mapreduce.Job: map 100% reduce 100%

2022-08-23 20:03:31,905 INFO mapreduce.Job: Job job\_1661284813553\_0001 failed with state FAILED due to: Task failed task\_1661284813553\_0001\_m\_000000

Job failed as tasks failed. failedMaps:1 failedReduces:0 killedMaps:0 killedReduces: 0

2022-08-23 20:03:32,085 INFO mapreduce.Job: Counters: 14

Job Counters

Failed map tasks=7

Killed map tasks=1

Killed reduce tasks=1

Launched map tasks=8

Other local map tasks=6

Rack-local map tasks=2

Total time spent by all maps in occupied slots (ms)=238984

Total time spent by all reduces in occupied slots (ms)=0

Total time spent by all map tasks (ms)=59746

Total vcore-milliseconds taken by all map tasks=59746

Total megabyte-milliseconds taken by all map tasks=244719616

Map-Reduce Framework

CPU time spent (ms)=0

Physical memory (bytes) snapshot=0

Virtual memory (bytes) snapshot=0

2022-08-23 20:03:32,085 ERROR streaming.StreamJob: Job not successful!

Streaming Command Failed!

root@571df6b31fc6:/# ls

-file autoinc\_mapper1.py boot hadoop media run tmp

-input autoinc\_mapper2.py data.csv hadoop-data mnt run.sh usr

-mapper autoinc\_reducer1.py dev home opt sbin var

-reducer autoinc\_reducer2.py entrypoint.sh lib proc srv

KEYS bin etc lib64 root sys

root@571df6b31fc6:/# ls -ltra

total 440

drwxr-xr-x 2 root root 4096 Sep 8 2019 home

drwxr-xr-x 2 root root 4096 Sep 8 2019 boot

drwxr-xr-x 1 root root 4096 Jan 30 2020 var

drwxr-xr-x 1 root root 4096 Jan 30 2020 usr

drwxr-xr-x 2 root root 4096 Jan 30 2020 srv

drwxr-xr-x 3 root root 4096 Jan 30 2020 run

drwxr-xr-x 2 root root 4096 Jan 30 2020 mnt

drwxr-xr-x 2 root root 4096 Jan 30 2020 media

drwxr-xr-x 2 root root 4096 Jan 30 2020 lib64

drwxr-xr-x 1 root root 4096 Jan 30 2020 lib

-rwxr-xr-x 1 root root 4155 Feb 4 2020 entrypoint.sh

drwxr-xr-x 1 root root 4096 Feb 4 2020 sbin

drwxr-xr-x 1 root root 4096 Feb 4 2020 bin

-rw-r--r-- 1 root root 325083 Feb 4 2020 KEYS

drwxr-xr-x 1 root root 4096 Feb 4 2020 opt

drwxr-xr-x 2 root root 4096 Feb 4 2020 hadoop-data

-rwxr-xr-x 1 root root 494 Feb 4 2020 run.sh

drwxr-xr-x 3 root root 4096 Feb 4 2020 hadoop

drwxr-xr-x 1 root root 4096 Aug 10 19:51 etc

-rwxr-xr-x 1 root root 0 Aug 10 19:51 .dockerenv

-rw-r--r-- 1 501 dialout 993 Aug 10 21:03 data.csv

drwx------ 1 root root 4096 Aug 17 00:33 root

-rw-r--r-- 1 501 dialout 1836 Aug 19 19:31 autoinc\_reducer1.py

-rw-r--r-- 1 501 dialout 237 Aug 19 19:46 autoinc\_mapper2.py

-rw-r--r-- 1 501 dialout 823 Aug 19 19:46 autoinc\_reducer2.py

drwxr-xr-x 3 501 dialout 4096 Aug 19 20:02 autoinc\_mapper1.py

-rw-r--r-- 1 root root 0 Aug 19 21:10 -file

-rw-r--r-- 1 root root 0 Aug 19 21:12 -mapper

drwxr-xr-x 1 root root 4096 Aug 19 21:12 ..

drwxr-xr-x 1 root root 4096 Aug 19 21:12 .

-rw-r--r-- 1 root root 0 Aug 19 21:12 -reducer

-rw-r--r-- 1 root root 0 Aug 19 21:12 -input

dr-xr-xr-x 13 root root 0 Aug 23 19:58 sys

dr-xr-xr-x 188 root root 0 Aug 23 19:58 proc

drwxr-xr-x 5 root root 340 Aug 23 19:58 dev

drwxrwxrwt 1 root root 4096 Aug 23 20:03 tmp

root@571df6b31fc6:/# cd autoinc\_mapper1.py

root@571df6b31fc6:/autoinc\_mapper1.py# ls

autoinc\_mapper1.py autoinc\_reducer1.py

autoinc\_mapper2.py autoinc\_reducer2.py

root@571df6b31fc6:/autoinc\_mapper1.py# ls -ltra

total 28

drwxr-xr-x 2 501 dialout 4096 Aug 19 18:07 .vscode

-rw-r--r-- 1 501 dialout 217 Aug 19 18:40 autoinc\_mapper1.py

-rw-r--r-- 1 501 dialout 1836 Aug 19 19:31 autoinc\_reducer1.py

-rw-r--r-- 1 501 dialout 237 Aug 19 19:46 autoinc\_mapper2.py

-rw-r--r-- 1 501 dialout 823 Aug 19 19:46 autoinc\_reducer2.py

drwxr-xr-x 3 501 dialout 4096 Aug 19 20:02 .

drwxr-xr-x 1 root root 4096 Aug 19 21:12 ..

root@571df6b31fc6:/autoinc\_mapper1.py# cp autoinc\_mapper1.py ../

cp: cannot overwrite directory '../autoinc\_mapper1.py' with non-directory

root@571df6b31fc6:/autoinc\_mapper1.py# >

bash: syntax error near unexpected token `newline'

root@571df6b31fc6:/autoinc\_mapper1.py# cp autoinc\_mapper1.py ../autoinc\_mapper1\_cp.py

root@571df6b31fc6:/autoinc\_mapper1.py# cd ..

root@571df6b31fc6:/# ls -ltra

total 444

drwxr-xr-x 2 root root 4096 Sep 8 2019 home

drwxr-xr-x 2 root root 4096 Sep 8 2019 boot

drwxr-xr-x 1 root root 4096 Jan 30 2020 var

drwxr-xr-x 1 root root 4096 Jan 30 2020 usr

drwxr-xr-x 2 root root 4096 Jan 30 2020 srv

drwxr-xr-x 3 root root 4096 Jan 30 2020 run

drwxr-xr-x 2 root root 4096 Jan 30 2020 mnt

drwxr-xr-x 2 root root 4096 Jan 30 2020 media

drwxr-xr-x 2 root root 4096 Jan 30 2020 lib64

drwxr-xr-x 1 root root 4096 Jan 30 2020 lib

-rwxr-xr-x 1 root root 4155 Feb 4 2020 entrypoint.sh

drwxr-xr-x 1 root root 4096 Feb 4 2020 sbin

drwxr-xr-x 1 root root 4096 Feb 4 2020 bin

-rw-r--r-- 1 root root 325083 Feb 4 2020 KEYS

drwxr-xr-x 1 root root 4096 Feb 4 2020 opt

drwxr-xr-x 2 root root 4096 Feb 4 2020 hadoop-data

-rwxr-xr-x 1 root root 494 Feb 4 2020 run.sh

drwxr-xr-x 3 root root 4096 Feb 4 2020 hadoop

drwxr-xr-x 1 root root 4096 Aug 10 19:51 etc

-rwxr-xr-x 1 root root 0 Aug 10 19:51 .dockerenv

-rw-r--r-- 1 501 dialout 993 Aug 10 21:03 data.csv

drwx------ 1 root root 4096 Aug 17 00:33 root

-rw-r--r-- 1 501 dialout 1836 Aug 19 19:31 autoinc\_reducer1.py

-rw-r--r-- 1 501 dialout 237 Aug 19 19:46 autoinc\_mapper2.py

-rw-r--r-- 1 501 dialout 823 Aug 19 19:46 autoinc\_reducer2.py

drwxr-xr-x 3 501 dialout 4096 Aug 19 20:02 autoinc\_mapper1.py

-rw-r--r-- 1 root root 0 Aug 19 21:10 -file

-rw-r--r-- 1 root root 0 Aug 19 21:12 -mapper

-rw-r--r-- 1 root root 0 Aug 19 21:12 -reducer

-rw-r--r-- 1 root root 0 Aug 19 21:12 -input

dr-xr-xr-x 13 root root 0 Aug 23 19:58 sys

dr-xr-xr-x 186 root root 0 Aug 23 19:58 proc

drwxr-xr-x 5 root root 340 Aug 23 19:58 dev

drwxrwxrwt 1 root root 4096 Aug 23 20:03 tmp

drwxr-xr-x 1 root root 4096 Aug 23 20:08 ..

drwxr-xr-x 1 root root 4096 Aug 23 20:08 .

-rw-r--r-- 1 root root 217 Aug 23 20:08 autoinc\_mapper1\_cp.py

root@571df6b31fc6:/# rmdir -R autoinc\_mapper1.py

rmdir: invalid option -- 'R'

Try 'rmdir --help' for more information.

root@571df6b31fc6:/# rmdir

rmdir: missing operand

Try 'rmdir --help' for more information.

root@571df6b31fc6:/# rmdir --help

Usage: rmdir [OPTION]... DIRECTORY...

Remove the DIRECTORY(ies), if they are empty.

--ignore-fail-on-non-empty

ignore each failure that is solely because a directory

is non-empty

-p, --parents remove DIRECTORY and its ancestors; e.g., 'rmdir -p a/b/c' is

similar to 'rmdir a/b/c a/b a'

-v, --verbose output a diagnostic for every directory processed

--help display this help and exit

--version output version information and exit

GNU coreutils online help: <http://www.gnu.org/software/coreutils/>

Report rmdir translation bugs to <http://translationproject.org/team/>

Full documentation at: <http://www.gnu.org/software/coreutils/rmdir>

or available locally via: info '(coreutils) rmdir invocation'

root@571df6b31fc6:/# rmdir autoinc\_mapper1.py

rmdir: failed to remove 'autoinc\_mapper1.py': Directory not empty

root@571df6b31fc6:/# rmdir -p autoinc\_mapper1.py

rmdir: failed to remove 'autoinc\_mapper1.py': Directory not empty

root@571df6b31fc6:/# rm -r autoinc\_mapper1.py

root@571df6b31fc6:/# ls -ltre

ls: invalid option -- 'e'

Try 'ls --help' for more information.

root@571df6b31fc6:/# ls -ltra

total 440

drwxr-xr-x 2 root root 4096 Sep 8 2019 home

drwxr-xr-x 2 root root 4096 Sep 8 2019 boot

drwxr-xr-x 1 root root 4096 Jan 30 2020 var

drwxr-xr-x 1 root root 4096 Jan 30 2020 usr

drwxr-xr-x 2 root root 4096 Jan 30 2020 srv

drwxr-xr-x 3 root root 4096 Jan 30 2020 run

drwxr-xr-x 2 root root 4096 Jan 30 2020 mnt

drwxr-xr-x 2 root root 4096 Jan 30 2020 media

drwxr-xr-x 2 root root 4096 Jan 30 2020 lib64

drwxr-xr-x 1 root root 4096 Jan 30 2020 lib

-rwxr-xr-x 1 root root 4155 Feb 4 2020 entrypoint.sh

drwxr-xr-x 1 root root 4096 Feb 4 2020 sbin

drwxr-xr-x 1 root root 4096 Feb 4 2020 bin

-rw-r--r-- 1 root root 325083 Feb 4 2020 KEYS

drwxr-xr-x 1 root root 4096 Feb 4 2020 opt

drwxr-xr-x 2 root root 4096 Feb 4 2020 hadoop-data

-rwxr-xr-x 1 root root 494 Feb 4 2020 run.sh

drwxr-xr-x 3 root root 4096 Feb 4 2020 hadoop

drwxr-xr-x 1 root root 4096 Aug 10 19:51 etc

-rwxr-xr-x 1 root root 0 Aug 10 19:51 .dockerenv

-rw-r--r-- 1 501 dialout 993 Aug 10 21:03 data.csv

drwx------ 1 root root 4096 Aug 17 00:33 root

-rw-r--r-- 1 501 dialout 1836 Aug 19 19:31 autoinc\_reducer1.py

-rw-r--r-- 1 501 dialout 237 Aug 19 19:46 autoinc\_mapper2.py

-rw-r--r-- 1 501 dialout 823 Aug 19 19:46 autoinc\_reducer2.py

-rw-r--r-- 1 root root 0 Aug 19 21:10 -file

-rw-r--r-- 1 root root 0 Aug 19 21:12 -mapper

-rw-r--r-- 1 root root 0 Aug 19 21:12 -reducer

-rw-r--r-- 1 root root 0 Aug 19 21:12 -input

dr-xr-xr-x 13 root root 0 Aug 23 19:58 sys

dr-xr-xr-x 186 root root 0 Aug 23 19:58 proc

drwxr-xr-x 5 root root 340 Aug 23 19:58 dev

drwxrwxrwt 1 root root 4096 Aug 23 20:03 tmp

-rw-r--r-- 1 root root 217 Aug 23 20:08 autoinc\_mapper1\_cp.py

drwxr-xr-x 1 root root 4096 Aug 23 20:11 ..

drwxr-xr-x 1 root root 4096 Aug 23 20:11 .

root@571df6b31fc6:/# mv autoinc\_mapper1\_cp.py autoinc\_mapper1.py

root@571df6b31fc6:/# ls -ltra

total 440

drwxr-xr-x 2 root root 4096 Sep 8 2019 home

drwxr-xr-x 2 root root 4096 Sep 8 2019 boot

drwxr-xr-x 1 root root 4096 Jan 30 2020 var

drwxr-xr-x 1 root root 4096 Jan 30 2020 usr

drwxr-xr-x 2 root root 4096 Jan 30 2020 srv

drwxr-xr-x 3 root root 4096 Jan 30 2020 run

drwxr-xr-x 2 root root 4096 Jan 30 2020 mnt

drwxr-xr-x 2 root root 4096 Jan 30 2020 media

drwxr-xr-x 2 root root 4096 Jan 30 2020 lib64

drwxr-xr-x 1 root root 4096 Jan 30 2020 lib

-rwxr-xr-x 1 root root 4155 Feb 4 2020 entrypoint.sh

drwxr-xr-x 1 root root 4096 Feb 4 2020 sbin

drwxr-xr-x 1 root root 4096 Feb 4 2020 bin

-rw-r--r-- 1 root root 325083 Feb 4 2020 KEYS

drwxr-xr-x 1 root root 4096 Feb 4 2020 opt

drwxr-xr-x 2 root root 4096 Feb 4 2020 hadoop-data

-rwxr-xr-x 1 root root 494 Feb 4 2020 run.sh

drwxr-xr-x 3 root root 4096 Feb 4 2020 hadoop

drwxr-xr-x 1 root root 4096 Aug 10 19:51 etc

-rwxr-xr-x 1 root root 0 Aug 10 19:51 .dockerenv

-rw-r--r-- 1 501 dialout 993 Aug 10 21:03 data.csv

drwx------ 1 root root 4096 Aug 17 00:33 root

-rw-r--r-- 1 501 dialout 1836 Aug 19 19:31 autoinc\_reducer1.py

-rw-r--r-- 1 501 dialout 237 Aug 19 19:46 autoinc\_mapper2.py

-rw-r--r-- 1 501 dialout 823 Aug 19 19:46 autoinc\_reducer2.py

-rw-r--r-- 1 root root 0 Aug 19 21:10 -file

-rw-r--r-- 1 root root 0 Aug 19 21:12 -mapper

-rw-r--r-- 1 root root 0 Aug 19 21:12 -reducer

-rw-r--r-- 1 root root 0 Aug 19 21:12 -input

dr-xr-xr-x 13 root root 0 Aug 23 19:58 sys

dr-xr-xr-x 186 root root 0 Aug 23 19:58 proc

drwxr-xr-x 5 root root 340 Aug 23 19:58 dev

drwxrwxrwt 1 root root 4096 Aug 23 20:03 tmp

-rw-r--r-- 1 root root 217 Aug 23 20:08 autoinc\_mapper1.py

drwxr-xr-x 1 root root 4096 Aug 23 20:12 ..

drwxr-xr-x 1 root root 4096 Aug 23 20:12 .

root@571df6b31fc6:/# chmod 777 autoinc\_reducer1.py autoinc\_mapper2.py autoinc\_reducer2.py autoinc\_mapper1.py

root@571df6b31fc6:/# ls -ltra

total 440

drwxr-xr-x 2 root root 4096 Sep 8 2019 home

drwxr-xr-x 2 root root 4096 Sep 8 2019 boot

drwxr-xr-x 1 root root 4096 Jan 30 2020 var

drwxr-xr-x 1 root root 4096 Jan 30 2020 usr

drwxr-xr-x 2 root root 4096 Jan 30 2020 srv

drwxr-xr-x 3 root root 4096 Jan 30 2020 run

drwxr-xr-x 2 root root 4096 Jan 30 2020 mnt

drwxr-xr-x 2 root root 4096 Jan 30 2020 media

drwxr-xr-x 2 root root 4096 Jan 30 2020 lib64

drwxr-xr-x 1 root root 4096 Jan 30 2020 lib

-rwxr-xr-x 1 root root 4155 Feb 4 2020 entrypoint.sh

drwxr-xr-x 1 root root 4096 Feb 4 2020 sbin

drwxr-xr-x 1 root root 4096 Feb 4 2020 bin

-rw-r--r-- 1 root root 325083 Feb 4 2020 KEYS

drwxr-xr-x 1 root root 4096 Feb 4 2020 opt

drwxr-xr-x 2 root root 4096 Feb 4 2020 hadoop-data

-rwxr-xr-x 1 root root 494 Feb 4 2020 run.sh

drwxr-xr-x 3 root root 4096 Feb 4 2020 hadoop

drwxr-xr-x 1 root root 4096 Aug 10 19:51 etc

-rwxr-xr-x 1 root root 0 Aug 10 19:51 .dockerenv

-rw-r--r-- 1 501 dialout 993 Aug 10 21:03 data.csv

drwx------ 1 root root 4096 Aug 17 00:33 root

-rwxrwxrwx 1 501 dialout 1836 Aug 19 19:31 autoinc\_reducer1.py

-rwxrwxrwx 1 501 dialout 237 Aug 19 19:46 autoinc\_mapper2.py

-rwxrwxrwx 1 501 dialout 823 Aug 19 19:46 autoinc\_reducer2.py

-rw-r--r-- 1 root root 0 Aug 19 21:10 -file

-rw-r--r-- 1 root root 0 Aug 19 21:12 -mapper

-rw-r--r-- 1 root root 0 Aug 19 21:12 -reducer

-rw-r--r-- 1 root root 0 Aug 19 21:12 -input

dr-xr-xr-x 13 root root 0 Aug 23 19:58 sys

dr-xr-xr-x 186 root root 0 Aug 23 19:58 proc

drwxr-xr-x 5 root root 340 Aug 23 19:58 dev

drwxrwxrwt 1 root root 4096 Aug 23 20:03 tmp

-rwxrwxrwx 1 root root 217 Aug 23 20:08 autoinc\_mapper1.py

drwxr-xr-x 1 root root 4096 Aug 23 20:12 ..

drwxr-xr-x 1 root root 4096 Aug 23 20:12 .

root@571df6b31fc6:/# hadoop jar /opt/hadoop-3.2.1/share/hadoop/tools/lib/hadoop-streaming-3.2.1.jar \

> -file autoinc\_mapper1.py -mapper autoinc\_mapper1.py \

> -file autoinc\_reducer1.py -reducer autoinc\_reducer1.py \

> -input input/data.csv -output output/all\_accidents1122

2022-08-23 20:13:53,562 WARN streaming.StreamJob: -file option is deprecated, please use generic option -files instead.

packageJobJar: [autoinc\_mapper1.py, autoinc\_reducer1.py, /tmp/hadoop-unjar2421118705966486504/] [] /tmp/streamjob3540939476252830572.jar tmpDir=null

2022-08-23 20:13:55,856 INFO client.RMProxy: Connecting to ResourceManager at resourcemanager/172.18.0.4:8032

2022-08-23 20:13:56,160 INFO client.AHSProxy: Connecting to Application History server at historyserver/172.18.0.2:10200

2022-08-23 20:13:56,228 INFO client.RMProxy: Connecting to ResourceManager at resourcemanager/172.18.0.4:8032

2022-08-23 20:13:56,230 INFO client.AHSProxy: Connecting to Application History server at historyserver/172.18.0.2:10200

2022-08-23 20:13:56,646 INFO mapreduce.JobResourceUploader: Disabling Erasure Coding for path: /tmp/hadoop-yarn/staging/root/.staging/job\_1661284813553\_0002

2022-08-23 20:13:56,922 INFO sasl.SaslDataTransferClient: SASL encryption trust check: localHostTrusted = false, remoteHostTrusted = false

2022-08-23 20:13:57,162 INFO sasl.SaslDataTransferClient: SASL encryption trust check: localHostTrusted = false, remoteHostTrusted = false

2022-08-23 20:13:57,237 INFO sasl.SaslDataTransferClient: SASL encryption trust check: localHostTrusted = false, remoteHostTrusted = false

2022-08-23 20:13:57,409 INFO mapred.FileInputFormat: Total input files to process : 1

2022-08-23 20:13:57,475 INFO sasl.SaslDataTransferClient: SASL encryption trust check: localHostTrusted = false, remoteHostTrusted = false

2022-08-23 20:13:57,533 INFO sasl.SaslDataTransferClient: SASL encryption trust check: localHostTrusted = false, remoteHostTrusted = false

2022-08-23 20:13:57,565 INFO mapreduce.JobSubmitter: number of splits:2

2022-08-23 20:13:57,794 INFO sasl.SaslDataTransferClient: SASL encryption trust check: localHostTrusted = false, remoteHostTrusted = false

2022-08-23 20:13:57,876 INFO mapreduce.JobSubmitter: Submitting tokens for job: job\_1661284813553\_0002

2022-08-23 20:13:57,876 INFO mapreduce.JobSubmitter: Executing with tokens: []

2022-08-23 20:13:58,275 INFO conf.Configuration: resource-types.xml not found

2022-08-23 20:13:58,276 INFO resource.ResourceUtils: Unable to find 'resource-types.xml'.

2022-08-23 20:13:59,070 INFO impl.YarnClientImpl: Submitted application application\_1661284813553\_0002

2022-08-23 20:13:59,151 INFO mapreduce.Job: The url to track the job: http://resourcemanager:8088/proxy/application\_1661284813553\_0002/

2022-08-23 20:13:59,156 INFO mapreduce.Job: Running job: job\_1661284813553\_0002

2022-08-23 20:14:08,597 INFO mapreduce.Job: Job job\_1661284813553\_0002 running in uber mode : false

2022-08-23 20:14:08,603 INFO mapreduce.Job: map 0% reduce 0%

2022-08-23 20:14:18,851 INFO mapreduce.Job: Task Id : attempt\_1661284813553\_0002\_m\_000000\_0, Status : FAILED

Error: java.lang.RuntimeException: PipeMapRed.waitOutputThreads(): subprocess failed with code 127

at org.apache.hadoop.streaming.PipeMapRed.waitOutputThreads(PipeMapRed.java:326)

at org.apache.hadoop.streaming.PipeMapRed.mapRedFinished(PipeMapRed.java:539)

at org.apache.hadoop.streaming.PipeMapper.close(PipeMapper.java:130)

at org.apache.hadoop.mapred.MapRunner.run(MapRunner.java:61)

at org.apache.hadoop.streaming.PipeMapRunner.run(PipeMapRunner.java:34)

at org.apache.hadoop.mapred.MapTask.runOldMapper(MapTask.java:465)

at org.apache.hadoop.mapred.MapTask.run(MapTask.java:349)

at org.apache.hadoop.mapred.YarnChild$2.run(YarnChild.java:174)

at java.security.AccessController.doPrivileged(Native Method)

at javax.security.auth.Subject.doAs(Subject.java:422)

at org.apache.hadoop.security.UserGroupInformation.doAs(UserGroupInformation.java:1730)

at org.apache.hadoop.mapred.YarnChild.main(YarnChild.java:168)

2022-08-23 20:14:20,030 INFO mapreduce.Job: Task Id : attempt\_1661284813553\_0002\_m\_000001\_0, Status : FAILED

Error: java.lang.RuntimeException: PipeMapRed.waitOutputThreads(): subprocess failed with code 127

at org.apache.hadoop.streaming.PipeMapRed.waitOutputThreads(PipeMapRed.java:326)

at org.apache.hadoop.streaming.PipeMapRed.mapRedFinished(PipeMapRed.java:539)

at org.apache.hadoop.streaming.PipeMapper.close(PipeMapper.java:130)

at org.apache.hadoop.mapred.MapRunner.run(MapRunner.java:61)

at org.apache.hadoop.streaming.PipeMapRunner.run(PipeMapRunner.java:34)

at org.apache.hadoop.mapred.MapTask.runOldMapper(MapTask.java:465)

at org.apache.hadoop.mapred.MapTask.run(MapTask.java:349)

at org.apache.hadoop.mapred.YarnChild$2.run(YarnChild.java:174)

at java.security.AccessController.doPrivileged(Native Method)

at javax.security.auth.Subject.doAs(Subject.java:422)

at org.apache.hadoop.security.UserGroupInformation.doAs(UserGroupInformation.java:1730)

at org.apache.hadoop.mapred.YarnChild.main(YarnChild.java:168)

2022-08-23 20:14:26,124 INFO mapreduce.Job: Task Id : attempt\_1661284813553\_0002\_m\_000000\_1, Status : FAILED

Error: java.lang.RuntimeException: PipeMapRed.waitOutputThreads(): subprocess failed with code 127

at org.apache.hadoop.streaming.PipeMapRed.waitOutputThreads(PipeMapRed.java:326)

at org.apache.hadoop.streaming.PipeMapRed.mapRedFinished(PipeMapRed.java:539)

at org.apache.hadoop.streaming.PipeMapper.close(PipeMapper.java:130)

at org.apache.hadoop.mapred.MapRunner.run(MapRunner.java:61)

at org.apache.hadoop.streaming.PipeMapRunner.run(PipeMapRunner.java:34)

at org.apache.hadoop.mapred.MapTask.runOldMapper(MapTask.java:465)

at org.apache.hadoop.mapred.MapTask.run(MapTask.java:349)

at org.apache.hadoop.mapred.YarnChild$2.run(YarnChild.java:174)

at java.security.AccessController.doPrivileged(Native Method)

at javax.security.auth.Subject.doAs(Subject.java:422)

at org.apache.hadoop.security.UserGroupInformation.doAs(UserGroupInformation.java:1730)

at org.apache.hadoop.mapred.YarnChild.main(YarnChild.java:168)

2022-08-23 20:14:28,160 INFO mapreduce.Job: Task Id : attempt\_1661284813553\_0002\_m\_000001\_1, Status : FAILED

Error: java.lang.RuntimeException: PipeMapRed.waitOutputThreads(): subprocess failed with code 127

at org.apache.hadoop.streaming.PipeMapRed.waitOutputThreads(PipeMapRed.java:326)

at org.apache.hadoop.streaming.PipeMapRed.mapRedFinished(PipeMapRed.java:539)

at org.apache.hadoop.streaming.PipeMapper.close(PipeMapper.java:130)

at org.apache.hadoop.mapred.MapRunner.run(MapRunner.java:61)

at org.apache.hadoop.streaming.PipeMapRunner.run(PipeMapRunner.java:34)

at org.apache.hadoop.mapred.MapTask.runOldMapper(MapTask.java:465)

at org.apache.hadoop.mapred.MapTask.run(MapTask.java:349)

at org.apache.hadoop.mapred.YarnChild$2.run(YarnChild.java:174)

at java.security.AccessController.doPrivileged(Native Method)

at javax.security.auth.Subject.doAs(Subject.java:422)

at org.apache.hadoop.security.UserGroupInformation.doAs(UserGroupInformation.java:1730)

at org.apache.hadoop.mapred.YarnChild.main(YarnChild.java:168)

2022-08-23 20:14:36,283 INFO mapreduce.Job: Task Id : attempt\_1661284813553\_0002\_m\_000000\_2, Status : FAILED

Error: java.lang.RuntimeException: PipeMapRed.waitOutputThreads(): subprocess failed with code 127

at org.apache.hadoop.streaming.PipeMapRed.waitOutputThreads(PipeMapRed.java:326)

at org.apache.hadoop.streaming.PipeMapRed.mapRedFinished(PipeMapRed.java:539)

at org.apache.hadoop.streaming.PipeMapper.close(PipeMapper.java:130)

at org.apache.hadoop.mapred.MapRunner.run(MapRunner.java:61)

at org.apache.hadoop.streaming.PipeMapRunner.run(PipeMapRunner.java:34)

at org.apache.hadoop.mapred.MapTask.runOldMapper(MapTask.java:465)

at org.apache.hadoop.mapred.MapTask.run(MapTask.java:349)

at org.apache.hadoop.mapred.YarnChild$2.run(YarnChild.java:174)

at java.security.AccessController.doPrivileged(Native Method)

at javax.security.auth.Subject.doAs(Subject.java:422)

at org.apache.hadoop.security.UserGroupInformation.doAs(UserGroupInformation.java:1730)

at org.apache.hadoop.mapred.YarnChild.main(YarnChild.java:168)

2022-08-23 20:14:38,337 INFO mapreduce.Job: Task Id : attempt\_1661284813553\_0002\_m\_000001\_2, Status : FAILED

Error: java.lang.RuntimeException: PipeMapRed.waitOutputThreads(): subprocess failed with code 127

at org.apache.hadoop.streaming.PipeMapRed.waitOutputThreads(PipeMapRed.java:326)

at org.apache.hadoop.streaming.PipeMapRed.mapRedFinished(PipeMapRed.java:539)

at org.apache.hadoop.streaming.PipeMapper.close(PipeMapper.java:130)

at org.apache.hadoop.mapred.MapRunner.run(MapRunner.java:61)

at org.apache.hadoop.streaming.PipeMapRunner.run(PipeMapRunner.java:34)

at org.apache.hadoop.mapred.MapTask.runOldMapper(MapTask.java:465)

at org.apache.hadoop.mapred.MapTask.run(MapTask.java:349)

at org.apache.hadoop.mapred.YarnChild$2.run(YarnChild.java:174)

at java.security.AccessController.doPrivileged(Native Method)

at javax.security.auth.Subject.doAs(Subject.java:422)

at org.apache.hadoop.security.UserGroupInformation.doAs(UserGroupInformation.java:1730)

at org.apache.hadoop.mapred.YarnChild.main(YarnChild.java:168)

2022-08-23 20:14:44,446 INFO mapreduce.Job: map 50% reduce 100%

2022-08-23 20:14:45,468 INFO mapreduce.Job: map 100% reduce 100%

2022-08-23 20:14:47,452 INFO mapreduce.Job: Job job\_1661284813553\_0002 failed with state FAILED due to: Task failed task\_1661284813553\_0002\_m\_000000

Job failed as tasks failed. failedMaps:1 failedReduces:0 killedMaps:0 killedReduces: 0

2022-08-23 20:14:48,530 INFO mapreduce.Job: Counters: 14

Job Counters

Failed map tasks=7

Killed map tasks=1

Killed reduce tasks=1

Launched map tasks=8

Other local map tasks=6

Rack-local map tasks=2

Total time spent by all maps in occupied slots (ms)=207444

Total time spent by all reduces in occupied slots (ms)=0

Total time spent by all map tasks (ms)=51861

Total vcore-milliseconds taken by all map tasks=51861

Total megabyte-milliseconds taken by all map tasks=212422656

Map-Reduce Framework

CPU time spent (ms)=0

Physical memory (bytes) snapshot=0

Virtual memory (bytes) snapshot=0

2022-08-23 20:14:48,530 ERROR streaming.StreamJob: Job not successful!

Streaming Command Failed!

root@571df6b31fc6:/# cd Users/

bash: cd: Users/: No such file or directory

root@571df6b31fc6:/#