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用于RDF数据的SPARQL 引擎综述

摘 要 SPARQL单机版与分布式版本的查询引擎都承诺可以在大规模RDF数据上快速获得所需的结果。 有些分布式引擎基于一些分布式框架，如 MapReduce; 其他人实施专有的分布式处理; 有些人依靠昂贵的数据预处理以及数据分区。 这些系统表现出各种各样的特性，对于用户来说是难以选择和理解的。 在这篇综述中我们对几十种最先进SPARQL引擎进行了调查，研究范围覆盖整个分布式RDF数据流程，并通过几个特征对它们进行分类。 然后， 根据论文中给出的结果，我们进行了权衡与对比。我们共从论文中选择了12个代表性系统并进行了关于预处理成本的实验评估， 查询性能，可伸缩性和工作负载适应性。
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# 简介

近年来，随着大数据与人工智能的迅速发展, 基于“互联网+人工智能”模式，知识图谱（Knowledge Graph）作为一种智能、高效的知识组织方式，凭借能够迅速、准确地帮助用户从网络资源中查询到自己需要的信息等特点而受到广泛关注。知识图谱是语义网（Semantic Web[1]）在大数据环境下的延续，当前主要涉及语义网中的四个层次模块：RDF[9]，SPARQL[17]，RDFS和OWL。

资源描述框架（RDF）[2]作为知识图谱中一种重要的知识表达方式，以其结构简单、概念明确、表达力强的特点，受到了学术和工业界前所未有的重视。绝大多数开放知识图谱，例如DBpedia[10]、PubChemRDF[4]、Bio2RDF[5]和UniProt[6]等，都以RDF的格式呈现了上亿条关系数据，并且随着时间推移不断扩大。由于对于RDF的需求急剧增长，2014年W3C公布了RDF 1.1[7]作为用于Web上读写关联开放数据的框架。

随着RDF数据量的增长，计算量也在增加，索引和查询大型数据集的复杂性变得复杂并且极具挑战性。 单机RDF系统，如RDF-3X[3] 和gStore [17]，不能很好地扩展到复杂的查询网络规模的RDF数据。 为了克服这个问题，许多分布式SPARQL查引擎为此诞生。 他们利用无共享计算集群和 或者建立在分布式数据处理框架之上工作，如MapReduce，或实施专有的分配计算方法。 他们通过使用并行化查询执行来减少运行时间。查询通常涉及到 在每个Worker处理本地数据，与数据交错 Worker之间的交流。 分布式的主要挑战为系统正在向外扩展，受各种因素的影响 包括数据分区，负载均衡，索引，查询 优化和通信开销。 尽管有大量的分布式RDF系统，但是，实际应用中，由于信息有限很难比较他们的表现。使得用户对这些SPARQL查询引擎不能得到一个很直观的印象。不能直接理解他们，因此我选择写一篇来介绍SPARQL查询引擎以及其中包含的技术。

# 单机版SPARQL引擎存储方式

首先我们讨论单机版RDF系统的存储方法，因为事实上很多分布式版查询引擎依旧依赖单机版查询引擎。

**Triple Table:**用户只使用一个表，其中三列与主题，谓词和对象相对应，以存储RDF数据。每列创建一个索引，以便更快地进行连接评估。具有多个谓词的查询对应于大三元组上的一组自连接。由于昂贵的自连接，这种方法很难扩展。 RDF-3X[3]和Hexastore[5]通过使用一组涵盖S，P和O的所有可能排列的索引来降低此成本。这些索引存储为聚类B +树，并使用严格的字节级技术进行压缩。聚合索引，选择性直方图和有关频繁访问路径的统计信息用于选择成本最低的执行计划。对于大多数操作，它们的优化器使用保持顺序的合并连接，对于最后几个操作，它们使用散列连接。

**Property Table:**是RDF数据的更宽和平坦的表示[14]。该表的维度由主题数和不同谓词决定。表中的每个单元格都包含相应主题和谓词的对象值。由于稀疏表示，当唯一谓词的数量很大时，此表示具有高存储开销。而且，它不能代表多值属性，即使用相同谓词连接到不同对象的主题。 Jena2 [15]通过引入两个替表

示来解决这个问题，即聚类属性表和属性类表。 BitMat [20]提出了使用压缩的3维位矩阵的属性表的替代表示。位矩阵的每个维度对应于RDF三元组的一部分; S，P和O.每个单元表示存在由S，P，O位置定义的RDF三元组。对压缩数据执行查询，而不对中间连接结果进行处理。

**垂直分区:**是SW-Store提出的RDF数据的另一种表示。三元组表被分为n个表，其中n是不同谓词的数量。为每个谓词创建一个两列表，其中一行是通过谓词连接的一对主题 - 对象值。表在主题上排序，以更快地呈现主题查找和合并连接。此方法将多值属性存储为连续行，并且不存储NULL值。它为具有有界谓词的查询提供了良好的性能，但是，它需要扫描多个表来重建与单个实体相关的信息

# 分布式SPARQL引擎优化方法

## 分布式SPARQL查询处理

分布式环境下的SPARQL查询处理存在一些挑战，比如怎样分解复杂查询使计算本地化，怎样将高级查询转变为低级查询使其更快等等。而比起单机系统来说，分布式中需要额外考虑通信开销，并行策略以及分块和复制。中国人民大学杜小勇、陈晋川教授等人采用Hadoop和HDFS，这样使得SPARQL查询处理既可以受益于传统的分布式数据库技术，如分布式连接、流水线、负载均衡等，又从分布式框架中获得了良好的容错能力和高可扩展性。东北大学王国仁、袁野教授等人将SPARQL查询分解为多个子查询，然后进行子图相似匹配，利用了分布式环境的并行能力，并减少了通信。北京大学邹磊教授课题组则从查询日志中挖掘出频繁被查询的模式，从而在数据划分时保证RDF数据完整性，降低数据存储的冗余度。华中科技大学袁平鹏教授研究组的方法首先找出了覆盖全图的末端到末端路径集合，然后将该集合分成k份，每份作为一个分块存储到一台机器上。北京航空航天大学马帅教授等人利用建立虚拟网络的方法处理大量的映射，帮助图模式的匹配。

我们将近年流行的SPARQL分布式查询引擎根据查询策略（计算方式）大致分为以下三类：基于关系的SPARQL分布式查询引擎、基于图的SPARQL分布式查询引擎和基于混合方法的SPARQL分布式查询引擎。

## 分布式查询优化

查询优化是整个查询处理过程中关键的一步，在这个过程中，引擎生成了代价最小、最优的查询执行计划（Query Evaluation Plan,简称QEP）。例如对于I/Ocost + CPUcost + Communicationcost这样的代价模型，目的是要令其结果最小化。一般地，查询优化模块基本由三个方面结合而成：搜索空间、代价模型和搜索策略。

搜索空间是通过由查询语法树抽取得到的查询计划集合。从搜索空间中选取最优的查询计划，引擎可以获得物理操作的执行顺序。对于一条给定查询，它的搜索空间被定义为一个等价查询语法树。

因为不同构子的代价不同，所以连结顺序在查询优化中具有重要地位。对于高级查询，可替代的低级查询或者最优查询可以通过应用某些交换性和关联性规则而获得。但是对于另外一些高级查询，当查询优化器从一个较大的搜索空间中试图找到解时，优化带来的成本可能比不优化的情况更高。因此，查询优化器一般会采用减小搜索空间的策略。因为决定查询优化计划算法复杂度的两个主要因素是：（1）连结变量的度数;（2）三元组的总数[46]。[46]分别基于这两个因素提出了两个启发式方法来：（1）剪掉连结变量度数高的查询计划;（2）减少连结图的三元组数。另外，分布式中连结树的两种类型——线性树（Linear Tree）和矮树（Bushy Tree）的选取也需要考虑，明显并行矮树更有优势。

## 基于图遍历算法的查询优化

基于图遍历算法的查询优化以其突出的特点备受关注，它将整个查询表示为一个图，例如BGP被表示为以主语和宾语为结点，谓语为边，从主语到宾语的有向图。每条边的权重可以根据执行相应三元组模式得到的代价分析得出。[]首先生成一个静态查询执行计划，然后利用普里姆算法（Prim）或者埃德蒙兹算法（Edmonds）优化查询。[]中的方法对于不同的迭代不能保持分离的数据副本，新的绑定查询过程不能产生正确的结果。

[17]中SPARQL查询语句被表示为有向图，并使用遍历算法抓取结果。第一步进行查询执行，然后进行查询分析，排除掉对查询结果无用的类。第二步形成一个上下文图（Context Graph），作为执行模型。使用启发式方法分析更多在运行时就发现的模式，进一步减少从Web抓取的数据，从而在一定程度上减少查询执行时间，提高查询性能。

[24]提出了查询优化的混合方法，它结合了自顶向下和自底向上[28]的策略。与分开使用这两种策略相比，混合方法体现出了运行时间上的优势。它提炼旧的信息，为与查询相关的节点的排序提供参考。混合方法缓解了循环和基于流的带有同步哈希连结操作符的方法中的等待问题。

在开发分布式查询引擎时大多数研究者没有将研究重点放在查询优化上，学术界也没有提出一个系统的分布式查询优化方法，所以未来在分布式SPARQL查询优化方面仍然有较大的改进空间。其中一方面就是对于每个可能进行独立查询的节点，使用并行算法。这一点在现有的SPARQL引擎研究中还没有被提到过。

在采用了查询优化技术的SPARQL分布式查询引擎中，基于图的AdPart-NA[31]和TriAD[26]的性能尤为突出。其中AdPart-NA将数据分布作为工作负载，实现动态调控，实验表明它是减少端到端工作负载运行时间的最佳选择。

# 分布式SPARQL引擎简介

**SHARD**是在MapRecece之上实现的三重存储。整个RDF数据集存储在HDFS内的单个文件中，其中每一行代表一个主题的所有三元组。输入数据集在工作者之间进行散列分区，使得每个工作人员负责一组不同的三元组。 SHARD不使用索引;因此，在查询评估期间，它会扫描整个数据集。 SPARQL查询作为MapReduce迭代序列执行。每次迭代都负责一个子查询，而结果则连续地与后续迭代相结合。最后一次迭代负责过滤有界变量并删除多余的结果。

**HadoopRDF[16]**也使用HDFS将RDF数据存储为平面文件;复制和分发留给HDFS。与SHARD不同，HadoopRDF在HDFS上使用多个文件，每个谓词的文件类似于SW-Store的[24]垂直分区。 HadoopRDF还会根据显式和隐式类型信息将每个谓词文件拆分为多个较小的文件。最初，它将rdf：type文件划分为与不同对象数量一样多的文件。然后，为每个类型类型对象创建一组文件。

**TriAD[21]**采用基于主题和对象的轻量级散列分区。由于分区信息被编码到三元组中，因此TriAD具有对数据的完全位置感知并且在没有通信的情况下处理大量并发连接。它在每台机器上创建六个内存中的表格，每个机构对主题，谓词，对象进行排列。六个SPO排列分为两组;主题密钥索引（SPO，SOP，PSO）和对象密钥索引（OSP，OPS，POS）。然后，在不同的机器之间对这些索引中的每一个进行散列分区，并按字典顺序在每台机器内进行分类。这使TriAD能够在不同的SPO索引上执行高效的分布式合并连接。所有工作者同时执行多个连接操作符，这些操作符通过异步消息传递进行通信。在每个计算节点上，TriAD使用多线程并行地评估查询计划中的多个运算符。在评估分布式合并（散列）连接时，TriAD会分割一个（两个）关系，这不会保留中间结果的局部性。如果前一个连接的分片列不是当前连接列，这会导致TriAD重新分片中间结果。对于具有多个属性的大型中间结果，此成本很重要

**gStoreD[24]**是一个分布式分区不可知系统。它不会分解按原样发送给所有工作者的输入查询。 gStoreD通过计算每个worker的部分本地匹配来启动查询评估。这个过程取决于gStore [37]的修订版本，这是一个基于单机图的RDF引擎。然后，gStoreD组装部分匹配以构建交叉分区结果。 gStoreD允许两种装配模式;集中和分布式。集中式装配模式将部分结果发送到集中式站点，而分布式模式将它们并行组装在多个站点中

# 实验与论证

主要通过阅读论文来获得不同SPARQL查询引擎的表现。

AdPart-NA和TriAD在专业系统类别中表现最佳。AdPart-NA利用其哈希分布来解决L4和L5而无需通信。它也解决了L2没有通信但由于L2的低选择性而更慢。对于L2，AdPart-NA比TriAD和TriAD-SG快一个数量级，因为它通过单次扫描报告结果，然后通过利用哈希索引和右深度树计划进行哈希查找。与AdPart-NA相比，TriAD通过使用两个分布式索引扫描（每个基本子查询一个）来解决L2，然后是基于二进制搜索的合并连接，该连接仅对选择性查询有效。由于其修剪技术消除了通信，TriAD-SG在L6中优于TriAD和AdPart-NA。

在DREAM中，逐个查询地收集统计信息

基础，然后缓存以供将来查询。这导致第一次运行DREAM与其后续运行之间存在巨大的性能差异。

SHAPE和H-RDF-3X的性能优于MapReduce-Based系统，因为它们不需要通信。

RDF-3X（单机）在简单查询中表现良好

虽然复杂查询的速度要慢得多。 SHARD，H2RDF +和CliqueSquare遭受了MapReduce连接的昂贵开销。

# 总结

在本文中，我们提供了对最先进的RDF系统的实验评估。首先，我们对每个类别的系统进行分类和简要概述。然后使用大规模的真实和合成数据集，我们通过各种SPARQL查询对现有系统进行了大量评估，考虑了不同的性能因素，包括启动开销，发生的复制，查询性能和可伸缩性等…
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