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***Abstract*—Moving object detection and tracking has become a challenging and rapidly changing task in the field of video tracking. with the greater rise in the number of applications of video surveillance in security, robot vision and monitoring traffic in the coming decade, the need of automated and self-regulated system to identify non-stationary entities has presented itself with the importance like never before. The first step towards the successful tracking is the detection, next is the identification of the position of the changing objects in the subsequent frames in the video. this paper presents a survey of various algorithms used in the process and also discuss its limitations.**

I.INTRODUCTION

Video surveillance is observing the various image sequences and supervising them for the purpose of analysing them or tracking various moving object’s behaviour. there are various types of video surveillances, they are manual, semi-autonomous or fully- autonomous.in manual surveillance a human analysis the video. Various examples are video monitoring in various clubs, institutions, hotels done by the security staff. Semiautonomous operates by human interaction and video processing techniques. Examples are systems which record video only when there is considerable motion in the recorded video and are sent to the human expert for analysis.in the case of fully-autonomous systems, the video is recorded and analysed by the artificially designed system.it even tracks the various moving entities and even has a high-level decision-making task like suspicious event detection and gesture recognition. Automatic video surveillance for long duration can provide longer undivided attention and better feasibility than a human operator. There are many challenges in front of video monitoring like illumination changes, bad performance and also sufficient training datasets. Video surveillance has two parts, one is identifying background and foreground and the other is tracking the different moving objects in the same. While static environments are easier to administer but dynamic environments pose greater difficulty. Automated visual monitoring is also called intelligent visual surveillance (IVS) which involves analysis and semantic interpretation of different objects in the video.

II.METHODOLOGIES:

Real-time object detection and tracking starts with the Realtime detection of foreground and background objects in video frames. The detecting algorithm does this by segmenting the non-stationary object in the video[17]. various algorithms for the same are background subtraction, frame differencing, optical flow. object classification is another major task which is done by shape based, colour-based, texture based, motion based classification. Non-stationary objects are tracked by various object tracking algorithms. Point based, kernel based and shape-based are various types of object tracking.

III.OBJECT DETECTION

The starting step is object detection.it is the first and very important part of video surveillance, it involves the segregation of background with the foreground moving objects. Various object detection algorithms are[18].

**Background Subtraction**

Background subtraction[1][2][3][4] involves the careful modelling the backgrounds that the model is sensitive enough to capture even the slightest moving objects but robust against the changes in the background [5]. Temporal and spatial smoothing, post-processing may also be used as a part of pre-processing the model to balance against then ambiguity in the video due to bad visual input or dynamic environment. foreground detection[27]is also a very important step of background subtraction as it compares a video frame with the background model [6] and detects the difference in the pixels

[7]of both for the foreground object. some challenges of background subtraction include poor performance means it cannot be used for tasks which include quick responses.

**Frame differencing**

It involves the difference between the current frame and the previous frame for object detection.it captures the outline of the moving objects and calculates the mean movement if it is more than threshold previously described than the object is considered as moving e.g. edge maps[edge]. this method is very good for dynamic environment nut for objects with deteriorated shapes lots of frames need to be taken for correct tracking of the object[6].

**Optical flow**

It calculates the optical flow distribution [1][29] of the different objects in the video and then groups the objects with similar property. this technique is quite accurate in detecting the moving objects in the video.it involves lots of calculations in carries out the process.it is also very susceptible to the noise in the video.so it makes it very hard to use it in case of dynamic background and real-time applications [8].

**Double difference**

Here three consecutive frames are taken and the first and last is subtracted from the middle frame. the average or mean difference is taken and if this difference is more than some previously set value then the object is considered a moving object.

IV. OBJECT CLASSIFICATION METHOD

The object is detected in the video, but it is classified based on a different feature it possesses and it is assigned to a different group based on its features.so the basic characteristics like shape, color, texture, and motion are considered as the parameters for object classification[6].

**Motion based**

There are two types of objects.one is of the form which do not deform easily and are called rigid objects, while other form do not has fixed shape at all times of its motion . While, on one hand, optical flow can be used to cluster moving objects effectively, residual flow can also be used to group objects as the non-rigid or flexible objects have more and lasting average residual flow [30] and even show more periodicity than the rigid objects.

**Texture-based classification**

Here there are plenty of ways to classify objects based on texture like co-occurrence matrix and its formulation. Here various co-occurring values form the matrix and feature extraction is done based on the matrix. This technique is limited for images with large texture

**Colour based**

Colour is a basic and fundamental characteristic of the object. the colour of moving object remains invariant to the object in motion and is likely to remain the object identification in the image.it is used as a feature of the moving object. a color histogram is used for object representation and classification.

**Shape-based**

Shape based classification is one of the most intelligent and widely used method for object classification.[23].blob analysis is used to select the object based on the blob area and shape of the moving object in the video. Blob area is calculated in every subsequent frame of the video to track the object in the video.

V.OBJECT TRACKING

Object tracking is about finding the route of the object [32] moving along the video and to track it for making meaningful decisions.it is later classified as point tracking, kernel based, shape based, feature based [31].

**Point based**

In a point-based tracking the object is represented as the sum of the feature points.so the tracking is done by tracking these points in group. And their relative distance from each other in representing the object presents the problem during occlusions [9]. this method works by predicting and correction of the moving object. the movement of the object is tracked and its position in the subsequent frame is predicted and it leads the system to have a rough estimate for the object to boost the performance. Correction is done to correct the prediction model and also to identify the object precisely. some wellknown point-based tracking algorithms [5] are Kalman filter, particle filter, Multiple Hypothesis Tracking.

**Kalman filter**

It was originally designed to predict the path of the spacecraft in the shape, this algorithm [9] is actively used in predicting the movement of the moving object in the video based on the previous observation.it is constructed on Maximum Periodic Documents Dispensation Algorithm.it has two parts first is predicting the object position and second is the updatein which it updates its model based on the input provided in the current frame[1][2][3][4].

**Particle filter**

The particle filter[10] is a hypothesis tracker that sets the weights to find about the filtered distribution and track either one or multiple moving objects in the video during its transition.it also has an update and predict phase just like the Kalman filter [5].here variables can be generated dynamically which gives it the advantage over Kalman filter[10].

**Multiple Hypothesis tracking**

Multiple hypothesis algorithm[11] considers the multiple frames in the video and tracking moving object in its course.it gives a better idea of the path than using just two frames. Here each hypothesis starts with the set of the existing hypothesis. each hypothesis is applied together to predict the object position in the current frame and then track it [1].

**Kernel Tracking**

Kernel tracking[12][19] is done to determine the different moving objects.it can track various rigid and non-rigid objects based on its representation movement of the object is in a parametric form such as transformation, affine etc. There are various ways of kernel tracking are mean shift tracking, simple template matching, layered based training[1].

**Mean shift tracking**

Here the different region of interest can be calculated in the frame using segmentation techniques and then tracking of these regions and moving objects can be done by mean shift tracking algorithm. using Bhattacharya Co-efficient, the distance between different distributions can be minimized.

**Template matching**

Template matching [13][20] is an algorithm which is used to identify certain areas in the image called the region of interest (ROI) [24].it involves making of a model in which the images in every frame are compared with the background image to detect the various small portions that in every frame can match with the template.

**Layered based training**

Here are different layers built of shape features, motion (which consists of translation and rotation) [14], and intensity based layer appearance[4]. Renumeration of the background motion on each level is done so that the foreground motion of the object in the rewarded image can be done by 2D parametric motion. this method is very good in tracking multiple moving objects in the video simultaneously[17].

**Silhouette tracking**

This model detects the moving objects in the frame using the model which is trained from previous frames. this technique basically works with images shapes and their correlation from the previous frame using shape [19][24], colour as the parameter. colour, hologram, object edges, contour are used to represent the model. contour tracking, shape-based are types

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  | |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 3 |
|  | of silhouette tracking [15]. Remuneration of the background | | | | | | | | | | | | | | | [6] JUN KE, AMIT ASHOK, MARK A. NEIFELD, | | | | | | | | | | | | | | |
|  | motion is done | |  | | |  |  |  |  |  |  |  |  |  |  | “Block-wise motion detection using compressive imaging | | | | | | | | | | | | | | |
|  | **A. Contour tracking** | | | | | | |  |  |  |  |  |  |  |  | system ”, Optics Communications 284 (2011) 1170–1180, | | | | | | | | | | | | | | |
|  | Here the outline or shape of the object [13][24][17] in two consecutive frames are moved. This is done | | | | | | | | | | | | | | | ScienceDirect .. | | | |  |  |  |  |  |  |  |  |  |  |  |
|  |  | | | | | | | | | | | | | |  | [7] | RUPALIS.RAKIBE,BHARATID.PATIl, | | | | | | | | | |  |  |  |  |
|  | taking that into account that certain amount of object in the Background Subtraction Algorithm Based Human Motion | | | | | | | | | | | | | | | | | | | | | | | | | | | |  |  |
|  | current frame resemble the object in the previous frame. there | | | | | | | | | | | | | | | Detection International -Journal of Scientific and Research | | | | | | | | | | | | | | |
|  | are two types of contour tracking, First one is to uses | | | | | | | | | | | | | | | Publications, May 2013. | | | | | |  |  |  |  |  |  |  |  |  |
|  | models that use **state** variables to describe a system by a set of first-order differential or difference equations to account for shape and movement. | | | | | | | | | | | | | | | [8] SEN-CHING S. CHEUNG AND CHANDRIKA | | | | | | | | | | | | | | |
|  | the second approach updates the contour by minimizing using | | | | | | | | | | | | | | | KAMATH, Robust techniques for background subtraction in | | | | | | | | | | | | | | |
|  | algorithms like gradient descent.it is a good approach in case | | | | | | | | | | | | | | | urban traffic video||. | | | | |  |  |  |  |  |  |  |  |  |  |
|  | the video has objects with different shapes[16]. | | | | | | | | | | | |  |  |  | [9] GREG WELCH, GARY BISHOP– An introduction to | | | | | | | | | | | | | | |
|  | **B. Shape matching** | | | | | |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  | the Kalman Filter, In University of North Carolina at Chapel | | | | | | | | | | | | | | |
|  | Here the moving objects can be tracked in different frames | | | | | | | | | | | | | | |
|  | Hill, Department of Computer Science. Tech. Rep. 95-041, | | | | | | | | | | | | | | |
|  | [21] by finding out by matching their silhouette just like point | | | | | | | | | | | | | | |
|  | July-2006 | |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | matching | | | [11][25][26]. here the | | | | | model | | is | in | the | form of | |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | [10] SZE | | | LING | | TANG, | | ZULAIKHA | | | KADIM, | | | | KIM |
|  | density | function made in the | | | | | | form of | | | object’s, | | | silhouette | |
|  | MENG LIANG, MEI KUAN LIM, “Hybrid Blob and Particle | | | | | | | | | | | | | | |
|  | boundaries and edges.it is better | | | | | | | | in tracking a single object | | | | | | |
|  | Filter | Tracking | | | Approach | | | for | Robust Object | | | | Tracking”, | | |
|  | with greater efficiency. | | | | | |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  | Procedia Computer Science 1 (2012) 2549–2557, | | | | | | | | | | | | | | |
|  |  |  | |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  | |  |  | VI. CONCLUSION | | | | |  |  |  |  |  | ScienceDirect | | | |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  | |  |  |  |  |  |  |  | [11] SHUI-GEN | | | | | WEI, | | LEI | YANG, | | ZHEN | | | CHEN, | |
|  | This | paper | summarizes the | | | | | different | | | modules which | | | | are |
|  | ZHENFENG LIU, “Motion Detection Based on Optical Flow | | | | | | | | | | | | | | |
|  | involved in detecting the moving object in even the dynamic | | | | | | | | | | | | | | |
|  | and | Self-adaptive | | | | Threshold | | | Segmentation”, | | | | Procedia | | |
|  | video. | Different | | | | phases | | of |  | object | | detection | | | and |
|  |  | Engineering 15 (2011) 3471 – 3476, SciVerse ScienceDirect. | | | | | | | | | | | | | | |
|  | trackinginclude object | | | | | | detection, | | object | | classification, | | | | and |
|  | [12] D. HARI HARA SANTOSH, P. VENKAT ESH, P. | | | | | | | | | | | | | | |
|  | object tracking. object detection is used to detect the various | | | | | | | | | | | | | | |
|  | POORNESH, L. NARAYANA RAO, N. ARUN KUMAR, | | | | | | | | | | | | | | |
|  | moving objects in the video or the object of interest. Various | | | | | | | | | | | | | | |
|  | “Tracking Multiple Moving Objects Using Gaussian Mixture | | | | | | | | | | | | | | |
|  | algorithms | | | discussed | | | are background | | | | subtraction, frame | | | | |
|  | Model”, | | International | | | | Journal | | of | Soft | Computing | | | | and |
|  | difference, optical flow, double difference where background | | | | | | | | | | | | | | |
|  | Engineering, Volume-3, Issue-2, May 2013. | | | | | | | | | |  |  |  |  |  |
|  | subtraction suffers from poor performance but is simplest of | | | | | | | | | | | | | | |  |  |  |  |  |
|  | [13] MIN HUANG, GANG CHEN, GUO-FENG YANG, | | | | | | | | | | | | | | |
|  | all. Frame difference is also suitable algorithms for dynamic | | | | | | | | | | | | | | |
|  | RUI CAO, | | | “An | Algorithm of | | | | the Target Detection | | | | | | and |
|  | environments. Objects can be represented using color, texture, | | | | | | | | | | | | | | |
|  | Tracking of the Video”, Procedia Engineering 29 (2012) 2567 | | | | | | | | | | | | | | |
|  | shape and motion property.at last object tracking algorithms | | | | | | | | | | | | | | |
|  | – 2571, | | International | | | | Workshop | | | on | Information | | | | and |
|  | are discussed | | which | | | | are point | | based, | | kernel | | based, | | and |
|  | Electronics Engineering, SciVerse ScienceDirect | | | | | | | | | | |  |  |  |  |
|  | silhouette based and can be used to track rigid as well as non- | | | | | | | | | | | | | | |  |  |  |  |
|  | [14] RAHUL MISHRA, MAHESH K. CHOUHAN, DR. | | | | | | | | | | | | | | |
|  | rigid objects. | | kernel | | | | and contour | | | algorithms | | | for | tracking | |
|  | DHIRAJ NITNAWWRE, Multiple Object Tracking by Kernel | | | | | | | | | | | | | | |
|  | The first occurrence of the object | | | | | |  | | |  | |  | | | |
|  | Based | Centroid | | | Method | | | for | | Improve | | Localization, | | | |
|  | . | | | | | | | | | | | |  |  |  |
|  |  |  |  | International | | | Journal | | of | Advanced | | | Research | | in | Computer | | |
|  | Various complex and important concepts related to video | | | | | | | | | | | | | | |
|  | Science and Software Engineering, July-2012, pp 137-140. | | | | | | | | | | | | | | |
|  | surveillance have been presented in the paper. recently more | | | | | | | | | | | | | | |
|  | [15] MR. JOSHAN ATHANESIOUS J; MR. SURESH P– | | | | | | | | | | | | | | |
|  | optimized algorithms are being made gradually which makes | | | | | | | | | | | | | | |
|  | Implementation and | | | | | Comparison of | | | | Kernel and | | | Silhouette | | |
|  | video surveillance potential research field. We have discussed | | | | | | | | | | | | | | |
|  | Based | Object Tracking, | | | | | International Journal | | | | | of | Advanced | | |
|  | various algorithms which are of critical use in object detection | | | | | | | | | | | | | | |
|  | Research | | in | Computer | | | Engineering | | | & Technology, | | | | March | |
|  | and tracking and believe that it may give proper insight into | | | | | | | | | | | | | | |
|  | 2013, pp 12981303. | | | | |  |  |  |  |  |  |  |  |  |  |
|  | video surveillance. | | | | |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  | [16] ZEZHI CHEN, TIM ELLIS, “A self-adaptive Gaussian | | | | | | | | | | | | | | |
|  |  |  | |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  | |  |  | VII. REFERENCES | | | | |  |  |  |  |  | mixture model”, Computer Vision and Image Understanding | | | | | | | | | | | | | | |
|  |  |  | |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 3 |
|  | of silhouette tracking [15]. Remuneration of the background | | | | | | | | | | | | | | | [6] JUN KE, AMIT ASHOK, MARK A. NEIFELD, | | | | | | | | | | | | | | |
|  | motion is done | |  | | |  |  |  |  |  |  |  |  |  |  | “Block-wise motion detection using compressive imaging | | | | | | | | | | | | | | |
|  | **A. Contour tracking** | | | | | | |  |  |  |  |  |  |  |  | system ”, Optics Communications 284 (2011) 1170–1180, | | | | | | | | | | | | | | |
|  | Here contour[13][24][17] in the previous frame is advanced | | | | | | | | | | | | | | | ScienceDirect .. | | | |  |  |  |  |  |  |  |  |  |  |  |
|  | to its new position in the current frame [19]. This is done | | | | | | | | | | | | | |  | [7] | RUPALIS.RAKIBE,BHARATID.PATIl, | | | | | | | | | |  |  |  |  |
|  | taking that into account that certain amount of object in the Background Subtraction Algorithm Based Human Motion | | | | | | | | | | | | | | | | | | | | | | | | | | | |  |  |
|  | current frame resemble the object in the previous frame. there | | | | | | | | | | | | | | | Detection International -Journal of Scientific and Research | | | | | | | | | | | | | | |
|  | are two approaches to contour tracking. First one is to uses | | | | | | | | | | | | | | | Publications, May 2013. | | | | | |  |  |  |  |  |  |  |  |  |
|  | state space models [13] to account for shape and movement. | | | | | | | | | | | | | | | [8] SEN-CHING S. CHEUNG AND CHANDRIKA | | | | | | | | | | | | | | |
|  | the second approach updates the contour by minimizing using | | | | | | | | | | | | | | | KAMATH, Robust techniques for background subtraction in | | | | | | | | | | | | | | |
|  | algorithms like gradient descent.it is a good approach in case | | | | | | | | | | | | | | | urban traffic video||. | | | | |  |  |  |  |  |  |  |  |  |  |
|  | the video has objects with different shapes[16]. | | | | | | | | | | | |  |  |  | [9] GREG WELCH, GARY BISHOP– An introduction to | | | | | | | | | | | | | | |
|  | **B. Shape matching** | | | | | |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  | the Kalman Filter, In University of North Carolina at Chapel | | | | | | | | | | | | | | |
|  | Here the moving objects can be tracked in different frames | | | | | | | | | | | | | | |
|  | Hill, Department of Computer Science. Tech. Rep. 95-041, | | | | | | | | | | | | | | |
|  | [21] by finding out by matching their silhouette just like point | | | | | | | | | | | | | | |
|  | July-2006 | |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | matching | | | [11][25][26]. here the | | | | | model | | is | in | the | form of | |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | [10] SZE | | | LING | | TANG, | | ZULAIKHA | | | KADIM, | | | | KIM |
|  | density | function made in the | | | | | | form of | | | object’s, | | | silhouette | |
|  | MENG LIANG, MEI KUAN LIM, “Hybrid Blob and Particle | | | | | | | | | | | | | | |
|  | boundaries and edges.it is better | | | | | | | | in tracking a single object | | | | | | |
|  | Filter | Tracking | | | Approach | | | for | Robust Object | | | | Tracking”, | | |
|  | with greater efficiency. | | | | | |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  | Procedia Computer Science 1 (2012) 2549–2557, | | | | | | | | | | | | | | |
|  |  |  | |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  | |  |  | VI. CONCLUSION | | | | |  |  |  |  |  | ScienceDirect | | | |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  | |  |  |  |  |  |  |  | [11] SHUI-GEN | | | | | WEI, | | LEI | YANG, | | ZHEN | | | CHEN, | |
|  | This | paper | summarizes the | | | | | different | | | modules which | | | | are |
|  | ZHENFENG LIU, “Motion Detection Based on Optical Flow | | | | | | | | | | | | | | |
|  | involved in detecting the moving object in even the dynamic | | | | | | | | | | | | | | |
|  | and | Self-adaptive | | | | Threshold | | | Segmentation”, | | | | Procedia | | |
|  | video. | Different | | | | phases | | of |  | object | | detection | | | and |
|  |  | Engineering 15 (2011) 3471 – 3476, SciVerse ScienceDirect. | | | | | | | | | | | | | | |
|  | trackinginclude object | | | | | | detection, | | object | | classification, | | | | and |
|  | [12] D. HARI HARA SANTOSH, P. VENKAT ESH, P. | | | | | | | | | | | | | | |
|  | object tracking. object detection is used to detect the various | | | | | | | | | | | | | | |
|  | POORNESH, L. NARAYANA RAO, N. ARUN KUMAR, | | | | | | | | | | | | | | |
|  | moving objects in the video or the object of interest. Various | | | | | | | | | | | | | | |
|  | “Tracking Multiple Moving Objects Using Gaussian Mixture | | | | | | | | | | | | | | |
|  | algorithms | | | discussed | | | are background | | | | subtraction, frame | | | | |
|  | Model”, | | International | | | | Journal | | of | Soft | Computing | | | | and |
|  | difference, optical flow, double difference where background | | | | | | | | | | | | | | |
|  | Engineering, Volume-3, Issue-2, May 2013. | | | | | | | | | |  |  |  |  |  |
|  | subtraction suffers from poor performance but is simplest of | | | | | | | | | | | | | | |  |  |  |  |  |
|  | [13] MIN HUANG, GANG CHEN, GUO-FENG YANG, | | | | | | | | | | | | | | |
|  | all. Frame difference is also suitable algorithms for dynamic | | | | | | | | | | | | | | |
|  | RUI CAO, | | | “An | Algorithm of | | | | the Target Detection | | | | | | and |
|  | environments. Objects can be represented using color, texture, | | | | | | | | | | | | | | |
|  | Tracking of the Video”, Procedia Engineering 29 (2012) 2567 | | | | | | | | | | | | | | |
|  | shape and motion property.at last object tracking algorithms | | | | | | | | | | | | | | |
|  | – 2571, | | International | | | | Workshop | | | on | Information | | | | and |
|  | are discussed | | which | | | | are point | | based, | | kernel | | based, | | and |
|  | Electronics Engineering, SciVerse ScienceDirect | | | | | | | | | | |  |  |  |  |
|  | silhouette based and can be used to track rigid as well as non- | | | | | | | | | | | | | | |  |  |  |  |
|  | [14] RAHUL MISHRA, MAHESH K. CHOUHAN, DR. | | | | | | | | | | | | | | |
|  | rigid objects. | | kernel | | | | and contour | | | algorithms | | | for | tracking | |
|  | DHIRAJ NITNAWWRE, Multiple Object Tracking by Kernel | | | | | | | | | | | | | | |
|  | involves tracking the | | | | | | object when | | | it first | | appears whereas | | | |
|  | Based | Centroid | | | Method | | | for | | Improve | | Localization, | | | |
|  | point tracking involves detection in every frame. | | | | | | | | | | | |  |  |  |
|  |  |  |  | International | | | Journal | | of | Advanced | | | Research | | in | Computer | | |
|  | Various complex and important concepts related to video | | | | | | | | | | | | | | |
|  | Science and Software Engineering, July-2012, pp 137-140. | | | | | | | | | | | | | | |
|  | surveillance have been presented in the paper. recently more | | | | | | | | | | | | | | |
|  | [15] MR. JOSHAN ATHANESIOUS J; MR. SURESH P– | | | | | | | | | | | | | | |
|  | optimized algorithms are being made gradually which makes | | | | | | | | | | | | | | |
|  | Implementation and | | | | | Comparison of | | | | Kernel and | | | Silhouette | | |
|  | video surveillance potential research field. We have discussed | | | | | | | | | | | | | | |
|  | Based | Object Tracking, | | | | | International Journal | | | | | of | Advanced | | |
|  | various algorithms which are of critical use in object detection | | | | | | | | | | | | | | |
|  | Research | | in | Computer | | | Engineering | | | & Technology, | | | | March | |
|  | and tracking and believe that it may give proper insight into | | | | | | | | | | | | | | |
|  | 2013, pp 12981303. | | | | |  |  |  |  |  |  |  |  |  |  |
|  | video surveillance. | | | | |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  | [16] ZEZHI CHEN, TIM ELLIS, “A self-adaptive Gaussian | | | | | | | | | | | | | | |
|  |  |  | |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  | |  |  | VII. REFERENCES | | | | |  |  |  |  |  | mixture model”, Computer Vision and Image Understanding | | | | | | | | | | | | | | |
|  | [1] Shilpa, Prathap H.L, Sunitha M.R: A Survey on Moving | | | | | | | | | | | | | | | 122 (2014) 35– 46, SciVerse ScienceDirect. | | | | | | | | | |  |  |  |  |  |
|  | [17] Kinjal A. Joshi, Darshak G. Thakore, "A Survey on | | | | | | | | | | | | | | |
|  | Object Detection and Tracking Techniques | | | | | | | | | | |  |  |  |  |
|  |  |  |  |  | Moving Object Detection and Tracking in Video Surveillance | | | | | | | | | | | | | | |
|  | [2] S. R. Balaji | | | | | ,Dr. S. Karthikeyan: A SURVEY | | | | | | | | | ON |
|  | System"International | | | | | Journal | | | of | Soft | Computing | | | | and |
|  | MOVING OBJECT TRACKING USING IMAGE | | | | | | | | | | | | | | |
|  | Engineering (USC E) Volume-2, Issue-3, July 2012. | | | | | | | | | | | | | | |
|  | PROCESSING | | | | |  |  |  |  |  |  |  |  |  |  |
|  | [3] Imrankhan Pathan 1, Chetan Chauhan 2 :A Survey on | | | | | | | | | | | | | | | [5]N.Paragios, and | | | | |  |  |  |  |  |  |  |  |  |  |
|  | R. Deriche .. Geod. | | | | |  |  |  |  |  |  |  |  |  |  |
|  | Moving Object Detection and Tracking Methods | | | | | | | | | | | |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | [4] [1] Hemangi R. Patil, Prof. K. S. Bhagat: Detection and | | | | | | | | | | | | | | | [18]N.Paragios, and R. Deriche .. Geodesic active contours | | | | | | | | | | | | | | |
|  | Tracking of Moving Object: A Survey | | | | | | | | | |  |  |  |  |  | and level sets for the detection and tracking of moving | | | | | | | | | | | | | | |
|  | [5] JIN-BIN YANG, MIN SHI, QING-MING YI, “A New | | | | | | | | | | | | | | | objects. IEEE Trans. Patt. Analy. Mach. Intell. 22,3,266- | | | | | | | | | | | | | | |
|  | Method | for | Motion | | | | Target | Detection | | | | by | Background | | | 280,2000. | |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | Subtraction and Update”, Physics Procedia 33 ( 2012 ) | | | | | | | | | | | | | |  | [19] ]Mr.JoshanAthanesious | | | | | | | | J; | | Mr. |  | Suresh.P | | |
|  |  |  | |  |  |  |  |  |  |  |  |  |  |  |  | "Implementation | | | | and Comparison of Kernel and | | | | | | | | Silhouette | | |

4

Based Object Tracking", International Journal of Advanced

Research in

5

Computer Engineering & Technology, March 2013, pp 12981303.

[20]]Jae-Yeong Lee; Wonpil Yu, "Visual tracking by partitionbased histogram back projection and maximwn support criteria," Robotics and Bio-mimetics (ROBIO), 20 II IEEE International Conference on , vol. , no., pp.2860,2865, 7-1 1

[21]J.JoshanAthanesious, P.Suresh, "Systematic Survey on Object Tracking Methods in Video", International Journal of Advanced Research in Computer Engineering & Technology (UARCET).

[22]Anand Singh Jalal, Vrijendra Singh “ The State ofthe- Art in Visual Object Tracking”, International journal of computing and informatics, Vol. 36, Issue-3, pp. 227-248, May 2012.

[23]J.JoshanAthanesious, P.Suresh, “Systematic Survey on Object Tracking Methods in Video”, International Journal of

Advanced Research in Computer Engineering & Technology (IJARCET) pp. 242-247, October 2012.

[24]S.Bhuvaneswari, T.S.Subashini, “Tracking Manually Selected Object In Videos Using Color Histogram Matching”,

International Journal of Theoretical and Applied Information Technology, Vol. 67, Issues 3, pp. 562 -568, September 2014.

[25]GandhamSindhuja, Dr Renuka Devi S.M, “A Survey on Detection and Tracking of Objects in Video Sequence”,

International Journal of Engineering Research and General Science Volume 3, Issue 2, March-April, 2015.

[26]Hitesh A Patel, Darshak G Thakore,“Moving Object Tracking Using Kalman Filter”, International Journal of

Computer Science and Mobile Computing , pg.326 – 332, April 2013.

[28]D. Hari Hara Santosh, P. Venkatesh, P. Poornesh,

L. Narayana Rao, N. Arun KumaTracking Multiple Moving Objects Using Gaussian Mixture Mode.

[29]N. PARAGIOS, AND R. DERICHE Geodesic ac- tive contours and level sets for the detection and tracking of moving objects.-IEEE Trans. Pattern Analysis Machine Intelligence. 22, 3, 266–280, 2000

[30]]Hitesh A Patel, Darshak G Thakore,"Moving Object Tracking Using Kalman Filter", International Journal of Computer Science and Mobile Computing,April 2013, pg.326

– 332.

[31]J.JoshanAthanesious, P.Suresh, "Systematic Survey on Object Tracking Methods in Video", International Journal of Advanced Research in Computer Engineering & Technology (UARCET) October 2012, 242-247.

[32]]Ruolin Zhang, Jian Ding, "Object Tracking and Detecting Based on Adaptive Background Subtraction", International Workshop on Infonnation and Electronics Engineering, 2012, 1351-1355.