*What Are We Transferring Anyway? : Using Attention to Interpret Transfer Learning from Different Domains in Text Classification*

*Abstract*

In the past few years, applications of Recurrent Neural Networks to Natural Language Processing have shown state-of-the-art performance across a wide range of tasks. In recent work, researchers have demonstrated the beneficial effects to performance on downstream tasks of both supervised and unsupervised pre-training for such models. However, it is often difficult to understand what exact knowledge the model acquires in one domain and how that model changes inference in the task of interest. Such understanding would be useful, both for motivating data selection for pre-training and for mitigating unintended learned bias. In this paper, we apply a self-attention mechanism on top of RNNs for text classification to identify whether the learned attention weights differ based on the data used for pre-training, and whether those differences are informative of what the pre-training in a particular domain adds to a particular model. We find that …

**The Gist🡪Comparing the Learned Attention Weights of 3 Kinds of Transfer, constructing an (observation x sequence\_token) attention weight matrix for each model.**

Two Potential Strategies for Comparison

1.

🡪For each pairwise comparison within each kind of pretraining, will partition predictions on test data by whether the classification decisions are different.

🡪Within each partition, we will rank examples by the distance between the learned attention weight vectors from each of the 2 models.

🡪Will Examine visualization of Observations with large distances to see whether the differences

2.

🡪MPQA Dataset is granularly annotated, with markers indicating the span of pieces of text that cause a particular sentence to be subjective.

🡪We can construct a vector that encodes these annotations by giving high values to elements that correspond to tokens that are marked as the subjective parts of the sentence.

🡪We can then compare this vector to the attention weight vectors to see which model produces the attention-weighting over the sentence that most corresponds to the gold-standard annotations described above.

**Different Kinds of Pretraining**

1. Word Vector Representations

🡪GloVe (50, 100, 200, 300)

🡪CharNGram

🡪Google News Word2Vec

2. Pretraining via Unsupervised Language Model

🡪GigaWord (Will Try for different size subsets) or 1 Billion Word LM (Public so reproducible)

🡪WikiText-2

🡪Gutenburg Corpus

🡪Amazon Reviews

3. Pretraining via Supervised Text Classification

🡪 IMDB Sentiment Classification Dataset

**🡪**Brown Corpus Article Topic Classification (or Reuters or 20-NewsGroups)

🡪 TREC Question-type Classification

🡪 SUBJ dataset

Evaluation Dataset

🡪MPQA Subjectivity

**Implementation Details**

Model Architecture

**🡪**LSTM RNNLM

🡪LSTM Text Classifier with Attention

🡪save model weights from RNN and implement initializer for clf

Efficiency Tricks:

🡪Implemented noise-contrastive estimation for efficient language model inference.

**🡪**Implemented weight tying between input and ouput embedding
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