**Zusammenfassung fürs Paper**

Extended Reality (XR) umfasst Virtual Reality (VR), Augmented Reality (AR) und Mixed Reality (MR) und erweitert die physische Welt um digitale Inhalte [1], [2]. VR erzielt maximale Immersion durch vollständige Ausblendung der realen Welt, AR ergänzt die Umgebung um computergenerierte Objekte ohne Interaktionsmöglichkeit, während MR beide Ansätze kombiniert und Interaktionen zwischen realen und virtuellen Elementen erlaubt [2], [3], [4], [5]. Letzteres erfordert präzises Tracking, physikalische Konsistenz und nahtlose Integration <HIER FEHLT NOCH EIN BELEG>.

XR wird in Werbung, Bildung und Unterhaltung eingesetzt, insbesondere aufgrund von Interaktivität, Multisensorik und erhöhter Emotionalität [5], [6], [7]. Im Bildungsbereich werden vor allem gefahrenfreie Simulationen und kostengünstige Praxisübungen geschätzt [1], [7]. Herausforderungen ergeben sich aus Hardware-Limitierungen, Interoperabilitätsproblemen und hohen Echtzeitanforderungen; ethische Aspekte betreffen Datenschutz, Manipulationspotenzial sowie gesundheitliche Risiken wie Simulationskrankheit, Augenbelastung und psychische Beanspruchung [5], [8], [9], [10], [11], [12], [13], [14].

In der virtuellen Tierbeobachtung kommen XR-Technologien in Form von AR-Einblendungen (WWF) [15], VR-Erlebnissen (Immotion) [16] oder vollständig virtuellen Zoos zum Einsatz [17], [18]. Vorteile sind Gefahrenfreiheit, Ortsunabhängigkeit und die Möglichkeit, ausgestorbene Arten realitätsnah darzustellen [16], [17], [19], [20]. Die Umsetzung erfordert skalierbare Architekturen, die Interaktivität, Kollaboration und Multiplattformfähigkeit gewährleisten <HIER FEHLT NOCH EIN BELEG ODER EIN BESSERER ABSCHLUSS, DEN FINDE ICH NICHT SO GUT>.

Aktuelle Forschung im XR-Bereich adressiert u. a. die Entwicklung plattformübergreifender Anwendungen [9], die Integration von Künstlicher Intelligenz für realistischere Interaktionen [9], [11], [12] sowie die Gestaltung kollaborativer Umgebungen [21]. Dabei wurde bereits das bestehende Architekturmodelle MVC an die spezifischen Anforderungen von XR angepasst, z. B. durch Erweiterungen um Bibliothekskomponenten zur Kapselung komplexer Tracking- und Interaktionslogiken [21].

Der Forschungsbeitrag dieser Arbeit ist die Weiterentwicklung des Model–View–ViewModel-(MVVM)-Musters zu einer XR-optimierten Architektur (MVVM-3D) mit der konzeptionellen Erweiterung zu einer kollaborationsfähigen MVVM-3DC-Architektur. Der Prototyp basiert auf drei Schichten:

* Datenbasis: Verwaltung sämtlicher Daten, prototypisch in CSV-Dateien gespeichert, jedoch migrierbar auf relationale oder objektspeicherbasierte Systeme.
* Backend: Umsetzung nach dem MVC-Prinzip mit zusätzlicher Repository-Schicht zur Entkopplung der Datenzugriffe für Skalierbarkeit und Technologieunabhängigkeit.
* Frontend: Implementierung von MVVM-3D nach [21], erweitert um eine Library-Schicht für XR-spezifische Algorithmen wie Tracking, Bewegungslogik und physikalische Interaktionen. Die View-Komponenten verarbeiten multimodale Eingaben.

Neuartige Merkmale:

1. Integration multimodaler Eingaben (Gesten, Sprache, Blickrichtung) in der View-Schicht.
2. Automatisierte Zustands-Synchronisation mittels nativem Data Binding in Unity zur Sicherstellung konsistenter Interaktionen.
3. Kapselung rechenintensiver XR-Prozesse in der Library-Schicht zur Wahrung der Plattformunabhängigkeit.
4. Berücksichtigung von Skalierbarkeit und Multiplayermodi bereits im Architekturentwurf.

Diese Architektur überträgt und erweitert etablierte Muster gezielt auf XR-Anwendungen und eröffnet neue Forschungsfragen zur Standardisierung plattformübergreifender XR-Architekturen, zur Latenzoptimierung in Kollaborationsszenarien und zur Integration KI-gestützter Interaktionslogik.
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