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| CNN | **C**onvolutional **N**eural **N**etworks |
| DBN | **D**eep **B**elief **N**ets |
| DGR | **D**eep **G**enerative **R**eplay |
| DNN | **D**eep **N**eural **N**etwork |
| EWC | **E**lastic **W**eight **C**onsolidation |
| FAM | **F**uzzy **A**RT**M**AP |
| FC | **F**ully **C**onnected |
| FCN | **F**ully **C**onnected **N**etwork |
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