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## 算法简介

在本次实验中，我参考了LRU-K[1], 2Q[2] 以及 LIRS[3] 三个页替换算法的设计思路，设计了一个类似 LIRS 的 cache 替换算法，称为 PLRU 算法。该算法可以视为 LIRS 算法针对 cache 替换的一个简化实现，针对小部分高重复访问数据具有良好的适应性。该算法对 LIRS 算法进行了部分改动，大幅地减小了其占用的内存空间，使其可以正常地适用于局部 cache 替换。

### PLRU 算法

PLRU 代表 Priviledge LRU，即带特权位的 LRU 算法。该算法在 LRU 算法之上增加一位特权位(Priviledge Bit)，将同一相连组下的所有路的 cache 块分为具有特权与不具有特权两个类别，使得具有特权的 cache line 更难被替换。 PLRU 算法参考了 LIRS 的替换策略，并且结合了 LRU-2 和 2Q 的特点进行 victim 的选择以及状态位的维护。

#### 算法相关概念

##### 特权位

对于每一个 cache 数据块，其均具有一个 bit 位表示该块是否具有特权。所有具有特权位的数据块被认为会被频繁访问，不会被作为 victim 替换，只有不具有特权的块有被替换的可能。

##### 特权栈与等待队列

所有具有特权的 cache 块被视为在一个栈中维护，这个栈被称为“特权栈”。位于特权栈的元素一般情况下不会被替换，这样可以既可以充分利用程序的空间局部性，储存一段时间内被频繁访问的数据。还可以防止在一个大工作集上非集中分布的数据占用频繁访问的数据空间从而导致缺失率的上升。

所有不具有特权的块则视为在一个队列中维护，这个队列被称之为“等待队列”。位于等待队列中的元素被视为需要很长时间才会被再次访问，而这些块可以用来储存临时数据或是访问频率很低的数据。等待队列根据先进先出的原则决定下一次缺失时被替换的块。

特权栈和等待队列的长度之和永远不超过组相联的路数，且等待队列具有长度的上限和下限，其作用为：

1. 等待队列长度的上限使得用于储存临时数据的块数保持在当前相连数的比较低的比例当中，这样可以防止过多的块被用于储存临时数据从而挤占频繁访问数据的储存空间
2. 等待队列长度的下限保证了留出一部分块用于储存临时数据。下限的增加可以使得工作集的切换更加顺利。

下图示意了在程序运行了一段时间后，一个 cache 行中所有路的 cache 块所构成的特权栈与等待队列。图示中，每个块中包含一个三元组(x,y,z)，x表示其特权位，y代表其属性值的值, z表示块的编号。在本文后续的描述中，特权栈称为 S, 等待队列称为 Q。
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一般来说，Q 的最小长度约为组相联路数的1%,Q的最长长度为组相联路数。

##### 属性值

每一个块使用 31 bits 作为其属性值（Property）。属性值会因为特权位的不同而表示不同的含义。

当一个块的特权位为1时，这个块被视为在特权栈中，其属性值代表直到这个块上一次被访问时访问过的所有不同块的数量。这个属性值参考了 LIRS 算法中 IRR [3]的设计，相对 LRU 而言，这种统计方法可以防止 LRU 仅对访问间隔进行统计的局限性，比如说针对一个大工作集上的循环访问。属性值越大意味着这个块可能与当前工作集距离越大。可以认为，所有位于特权栈中的块访问比较频繁，其 IRR 值较小，称之为 LIR 块即 Low IRR ；所有位于等待队列中的块具有较大的 IRR 值，称之为 HIR 块。

当一个块的特权位为0时，这个块被视为在等待队列中，其属性值代表其在队列中的位置，数值越大意味着其越靠近队头。根据等待队列的工作机制，所有没有特权的块按照先进先出的顺序储存和释放数据，属性值代表其在队列的位置，每此只需要维护每个块的属性值即可得出队列中各元素的相对位置。

此时有一个特殊情况：如果一个块的属性值为0，那么无论其特权位是否为1，其被视为既不在特权栈，也不在等待队列中。这说明当前这个块并没有储存数据。

通过和特权栈共享同一个变量储存数据可以大幅减少所需要的额外空间。相对于 LIRS 算法而言，PLRU 算法对于每个内存块只需要额外的 32 bits空间，与 LRU 算法需要的额外空间相同，并且不会同 LIRS 算法一样在某些特殊的情况下产生依赖空间的大量增长。

### 算法过程描述

根据” Adaptive insertion policies for high performance caching”[4]中的描述，我将 PLRU 算法的核心分为三个部分：第一个为命中策略(hit policy)，代表命中后应该如何维护结构中的各部分数据；第二个为被替换块选择策略(victim selection policy)，说明了应该如何选取被替换块并且更新部分数据；第三个为插入策略(insertion policy)，介绍了在发生缺失并且插入数据时应该如何维护结构信息。

#### 命中策略

先假设程序运行了一段时间，此时S的大小达到其最大值。此时的S与Q的状态如下：
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此时如果 cache 命中，则包含两种情况：

1. 所命中的 cache 块具有特权，位于 S 中。此时只需要将其移动至栈顶即可。将栈中所有的块的属性值进行对应的修改
2. 所命中的 cache 块不具有特权，位于 Q 中。此时，本算法认为其可以获得特权，将其特权位置为1，属性值清零，并且将S中所有元素的属性值加一。如果此时栈已经达到最大值，则将栈底元素的特权值置为0，属性值置零，并且令 Q 中所有元素的属性值加一。这表示将这个元素从 Q 中移除，并且置于 S 的栈顶，如果此时栈已经满了，则将栈底元素移出栈，并且插入队尾。

PLRU 的命中策略类似于 LRU-2 的命中策略，即一个在队列中的块需要再命中一次才能进入栈。这个策略使得栈中的元素的 IRR 不低于队列中元素的最大个数。但是其通过限制栈的大小，并且仅仅在队列中的元素需要提升特权级的时候才将栈中元素移除，这样最大程度上保证了特权栈中的元素不被替换，防止抖动的发生。
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#### 被替换块选择策略

如果产生缺失，则将 Q 的栈顶元素作为被替换块。因为本算法要求 Q 中至少有一个元素，故必然可以在 Q 中找到一个元素。如果该缺失强制缺失，即此时当前行所有路的 cache 块均没有数据，则取出下标最大的路用于插入到 Q 的队尾，令其成为 Q 的第一个数据。

#### 插入策略

在缺失发生后，已经释放了被替换块的相关数据并且插入新的数据。因为此时被插入的数据一定是在上一个策略中选择的块，故将该块的属性值清零0，特权位置为0，并且将S与Q中所有元素的属性值加一。这代表向栈中压入这个元素并且将这个元素插入队尾。 最后执行衰退算法

##### 衰退算法

PLRU 算法最大的问题在于，当一个块进入特权栈之后，其很难降低其特权级。所以衰退算法是为了在特定的时期释放特权栈中的内容，防止仅访问了两次从而进入特权栈的数据妨碍之后到达但是访问频率更加频繁的数据被使用。

衰退算法可以采用多种不同的算法，在这里我采用的是基于 IRR 的 LRU 算法，即在下一次访问当前块之前，访问块的种类数量。如果这个属性值大于组相联的路数的100倍，则说明工作集已经切换且该 cache 块中的数据并无法被利用，故降低栈底元素的特权级，并且加入队尾。该常数为实验测试所得。

## 算法命中率理论分析

PLRU 的设计主要针对 LRU 在两个工作集上切换时命中率会下降。这里，我将对几种简单的数据访问方式[5] PLRU 与 LRU 的命中率分别进行分析。

#### 时近友好型访问模式(a)

形如上式的访问方法可以称为“时近友好型”的访问模式，其可以保证在一段区间内，最新获得的数据会被最先访问。此时，设 cache 的组相联数为 ，则使用 LRU 的理论命中率为 ，只有最后加载的 W 路数据可以命中。

PLRU算法在前 k 次访问时全部 miss，并且等待队列中包含到的元素。在访问接下来 W 个元素时会命中，此时 PLRU 算法退化为 LRU 算法，命中率为 。

#### 循环顺序访问模式(b)

形如上式的访问模式会导致 LRU 的命中率大大下降。因为 LRU 根据最近访问的时间进行判断，在该模式下命中率为0。又因为 PLRU 算法基于 LRU 算法，其命中率依然为0。

#### 两个工作集的切换访问模式(c)

形如上式的访问模式表现出一个程序在两个工作集上反复访问时的一种情况。可以认为 P 是不重复访问工作集的部分其他数据。

此时 LRU 算法给出的命中率可以根据模式(a)进行计算，约为。

PLRU算法在访问工作集b时会因为P的长度而产生不同的结果。如果P的长度超过100W，则此时 PLRU 可以舍弃特权栈中的数据，并且根据 LRU 的方式处理工作集 ，其命中率与 LRU 相同，约为。当Ｐ的长度在100W以下，则在进入工作集后特权栈中的数据需要一些时间释放，如果在这段时间内可以返回到工作集，则命中率为，此时命中率会下降。

#### 重复集中访问小部分数据

针对重复集中访问的小部分数据，LRU 算法会在访问P时丢弃这部分数据，命中率为。PLRU算法在特权栈中保存工作集后便可以长时间保存和访问这些数据，命中率约为。

## 算法适用环境分析

通过上述理论分析，可以发现PLRU 算法的特点是可以很好地保存部分经常访问的 cache 块，但是在面对大量顺序访问工作会暴露出和 LRU 算法相同的问题：在确认某一个 cache 块可能会常驻缓存之前，其针对大量顺序访问的数据内容容易丢失进入时间过长的数据。故该算法适用的环境如下：

1. 程序中具有小部分可以驻留在 cache 块中很久的数据块，且两次访问之间的间隔不过长
2. 有多个程序共享某个库文件或动态链接库

## 算法复杂度分析

#### 空间复杂度

PLRU算法与LRU算法使用相同的空间，均对每一个数据块使用4B的空间储存相关数据。可以认为是O(1)的空间复杂度

#### 时间复杂度

PLRU 算法需要多次确认一个 cache 行所有路中属性值的最大值，在不优化的前提下需要 O(n)的时间，n是组相联的路数。如果可以在硬件上和算法上进行优化，可以达到O(log(n))的时间复杂度。

## 算法测试结果展示

在提供的三个数据集上，PLRU 算法的测试结果如下（具体测试结果可见文件r1.txt,r2.txt与r3.txt）：

### 堡垒之夜

|  |  |
| --- | --- |
| 算法（排名前三） | 命中率 |
| RAND | 9.836136% |
| LRU | 9.764601% |
| FRU（3） | 11.137485% |
| SRRIP 3 | 10.544985% |
| SRRIP\_FP | 10.081127% |
| BRRIP（2） | 14.492665% |
| DRRIP | 10.660773% |
| PLRU（1） | 14.555045% |

### 和平精英

|  |  |
| --- | --- |
| 算法（排名前三） | 命中率 |
| RAND | 14.843126% |
| LRU（3） | 16.059805% |
| FRU | 11.233655% |
| SRRIP 3（2） | 16.098861% |
| SRRIP\_FP（1） | 16.212840% |
| BRRIP | 14.692341% |
| DRRIP | 16.009839% |
| PLRU | 15.535191% |

### 王者荣耀

|  |  |
| --- | --- |
| 算法（排名前三） | 命中率 |
| RAND | 16.272644% |
| LRU | 18.489758% |
| FRU（3） | 16.262376% |
| SRRIP 3 | 18.814370% |
| SRRIP\_FP | 18.873923% |
| BRRIP（2） | 19.585600% |
| DRRIP | 18.833313% |
| PLRU（1） | 19.558163% |
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