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# Question a:

## RF Dataset

**Reading the RF dataset using XLConnect package**: There are two datasets i.e. Training & Scoring set. We will read both the dataset together & apply preprocessing on the combine dataset. So when we need to do prediction on scoring set, we can have prepocessed data. Training set has **2186** observation & **79** columns whereas, Scoring data set has **936** observation & **77** columns.

## Exploratory Data Analysis (EDA):
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**2) AntennagaindBi1 Variable**: As can be seen from below output, there is no difference in 1st quantile & median (36.60 & 36.80). Variable is highly left skewed & there are outlier points in this variable.

## Min. 1st Qu. Median Mean 3rd Qu. Max.   
## 30.90 36.60 36.80 38.05 40.10 46.70
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**3) EIRPdBm1 Variable**: These data point is left skewed. There are many lower outliers point in the variable.

## Min. 1st Qu. Median Mean 3rd Qu. Max.   
## 4.10 37.10 43.80 44.56 51.80 67.20
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## `stat\_bin()` using `bins = 30`. Pick better value with `binwidth`.
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**4) TXpowerdBm1 Variable**: As can be seen from the below graph, these data point is left skewed. There are many lower outliers point in the variable.

## Min. 1st Qu. Median Mean 3rd Qu. Max.   
## -15.00 13.00 18.00 15.72 20.00 28.00
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## `stat\_bin()` using `bins = 30`. Pick better value with `binwidth`.

![](data:image/png;base64,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)

**8) Summary of the dataframe**: There are 21 character columns & 59 numeric columns. *CirculatorbranchinglossdB1* contains all 0 value as its mean is 0. *DiffractionlossdB* also contains almost 0 values with a mean of 0.133 & median of 0. Only variable *DpQ\_R2 & Fullmint1* contains NA values.\_MainnetpathlossdB2\_ variable is almost normally distributed. Most of the variables are skewed positively or negatively.

##   
## character numeric   
## 21 59

## RFDBid Eng\_Class Antennafilename1 Antennafilename2   
## Length:2186 Length:2186 Length:2186 Length:2186   
## Class :character Class :character Class :character Class :character   
## Mode :character Mode :character Mode :character Mode :character   
##   
##   
##   
##   
## AntennagaindBd1 AntennagaindBd2 AntennagaindBi1 AntennagaindBi2  
## Min. :28.75 Min. :28.75 Min. :30.90 Min. :30.90   
## 1st Qu.:34.45 1st Qu.:34.45 1st Qu.:36.60 1st Qu.:36.60   
## Median :34.65 Median :34.45 Median :36.80 Median :36.60   
## Mean :35.91 Mean :35.80 Mean :38.05 Mean :37.94   
## 3rd Qu.:37.95 3rd Qu.:37.95 3rd Qu.:40.10 3rd Qu.:40.10   
## Max. :44.55 Max. :44.55 Max. :46.70 Max. :46.70   
##   
## Antennaheightm1 Antennaheightm2 Antennamodel1 Antennamodel2   
## Min. : 5.00 Min. : 5.00 Length:2186 Length:2186   
## 1st Qu.: 30.00 1st Qu.: 30.00 Class :character Class :character   
## Median : 30.00 Median : 30.00 Mode :character Mode :character   
## Mean : 29.75 Mean : 29.49   
## 3rd Qu.: 30.00 3rd Qu.: 30.00   
## Max. :209.97 Max. :206.05   
##   
## AtmosphericabsorptionlossdB AverageannualtemperatureC  
## Min. :0.0100 Min. : 0.260   
## 1st Qu.:0.2000 1st Qu.: 9.020   
## Median :0.4300 Median : 9.520   
## Mean :0.5831 Mean : 9.418   
## 3rd Qu.:0.7900 3rd Qu.: 9.710   
## Max. :3.8600 Max. :11.040   
##   
## CirculatorbranchinglossdB1 CirculatorbranchinglossdB2 dbperKmRatio   
## Min. :0.000000 Min. :0.000000 Min. : 0.0456   
## 1st Qu.:0.000000 1st Qu.:0.000000 1st Qu.: 2.0396   
## Median :0.000000 Median :0.000000 Median : 4.3046   
## Mean :0.006587 Mean :0.006587 Mean : 17.4685   
## 3rd Qu.:0.000000 3rd Qu.:0.000000 3rd Qu.: 15.1804   
## Max. :3.900000 Max. :3.900000 Max. :368.8571   
##   
## DiffractionlossdB DispersivefademargindB1 DispersivefademargindB2  
## Min. : 0.000 Length:2186 Length:2186   
## 1st Qu.: 0.000 Class :character Class :character   
## Median : 0.000 Mode :character Mode :character   
## Mean : 0.133   
## 3rd Qu.: 0.000   
## Max. :18.890   
##   
## Dispersivefadeoccurrencefactor EffectiveFadeMargindB1 EffectiveFadeMargindB2  
## Min. :1 Min. : 0.33 Min. : 0.33   
## 1st Qu.:1 1st Qu.:20.80 1st Qu.:20.79   
## Median :1 Median :25.55 Median :25.57   
## Mean :1 Mean :26.43 Mean :26.45   
## 3rd Qu.:1 3rd Qu.:31.43 3rd Qu.:31.45   
## Max. :1 Max. :63.20 Max. :63.20   
##   
## EIRPdBm1 EIRPdBm2 Elevation2 Elevationm1   
## Min. : 4.10 Min. : 4.10 Min. : 0.00 Min. : 0.00   
## 1st Qu.:37.10 1st Qu.:37.10 1st Qu.: 21.24 1st Qu.: 32.54   
## Median :43.80 Median :43.70 Median : 59.00 Median : 81.27   
## Mean :44.56 Mean :44.43 Mean : 89.75 Mean :118.86   
## 3rd Qu.:51.80 3rd Qu.:51.40 3rd Qu.:114.20 3rd Qu.:170.66   
## Max. :67.20 Max. :65.90 Max. :786.84 Max. :742.00   
##   
## Emissiondesignator1 Emissiondesignator2 ERPdbm1 ERPdbm2   
## Length:2186 Length:2186 Min. : 4.10 Min. : 4.10   
## Class :character Class :character 1st Qu.:37.10 1st Qu.:37.10   
## Mode :character Mode :character Median :43.80 Median :43.70   
## Mean :44.56 Mean :44.43   
## 3rd Qu.:51.80 3rd Qu.:51.40   
## Max. :67.20 Max. :65.90   
##   
## ERPwatts1 ERPwatts2 FadeoccurrencefactorPo  
## Min. : 0.00 Min. : 0.00 Min. : 0.000000   
## 1st Qu.: 5.13 1st Qu.: 5.13 1st Qu.: 0.000001   
## Median : 23.99 Median : 23.44 Median : 0.000045   
## Mean : 161.87 Mean : 153.94 Mean : 0.041317   
## 3rd Qu.: 151.36 3rd Qu.: 138.04 3rd Qu.: 0.000577   
## Max. :5248.07 Max. :3890.45 Max. :10.010000   
##   
## FlatfademarginmultipathdB1 FlatfademarginmultipathdB2 FreespacelossdB  
## Min. : 0.33 Min. : 0.33 Min. :100.9   
## 1st Qu.:20.80 1st Qu.:20.79 1st Qu.:126.0   
## Median :25.55 Median :25.57 Median :135.5   
## Mean :26.43 Mean :26.45 Mean :132.2   
## 3rd Qu.:31.43 3rd Qu.:31.45 3rd Qu.:139.1   
## Max. :63.20 Max. :63.20 Max. :148.4   
##   
## FrequencyMHz Geoclimaticfactor MainnetpathlossdB1 MainnetpathlossdB2  
## Min. :12888 Min. :0.0000028 Min. :20.72 Min. :20.72   
## 1st Qu.:18233 1st Qu.:0.0000112 1st Qu.:60.47 1st Qu.:60.47   
## Median :25641 Median :0.0000120 Median :67.00 Median :67.00   
## Mean :23560 Mean :0.0041341 Mean :66.36 Mean :66.35   
## 3rd Qu.:25697 3rd Qu.:0.0000128 3rd Qu.:73.75 3rd Qu.:73.75   
## Max. :38000 Max. :1.0000000 Max. :93.96 Max. :93.96   
##   
## MainreceivesignaldBm1 MainreceivesignaldBm2 MiscellaneouslossdB1  
## Min. :-79.36 Min. :-79.36 Length:2186   
## 1st Qu.:-55.01 1st Qu.:-55.01 Class :character   
## Median :-50.20 Median :-50.20 Mode :character   
## Mean :-50.64 Mean :-50.62   
## 3rd Qu.:-45.33 3rd Qu.:-45.30   
## Max. :-21.80 Max. :-21.80   
##   
## MiscellaneouslossdB2 OtherRXlossdB1 OtherRXlossdB2 OtherTXlossdB1   
## Length:2186 Min. :0.0000 Min. : 0.0000 Min. : 0.000   
## Class :character 1st Qu.:0.0000 1st Qu.: 0.0000 1st Qu.: 0.500   
## Mode :character Median :0.0000 Median : 0.0000 Median : 6.900   
## Mean :0.1893 Mean : 0.1983 Mean : 9.202   
## 3rd Qu.:0.0000 3rd Qu.: 0.0000 3rd Qu.:19.000   
## Max. :6.0000 Max. :11.5000 Max. :53.000   
##   
## OtherTXlossdB2 Passivegain2dB Pathinclinationmr Pathlengthkm   
## Min. : 0.000 Length:2186 Min. : 0.000 Min. : 0.070   
## 1st Qu.: 0.500 Class :character 1st Qu.: 3.145 1st Qu.: 1.673   
## Median : 6.900 Mode :character Median : 7.325 Median : 5.890   
## Mean : 9.224 Mean : 11.927 Mean : 7.719   
## 3rd Qu.:19.000 3rd Qu.: 14.710 3rd Qu.:11.373   
## Max. :53.000 Max. :274.130 Max. :45.020   
##   
## Polarization Radiofilename1 Radiofilename2 Radiomodel1   
## Length:2186 Length:2186 Length:2186 Length:2186   
## Class :character Class :character Class :character Class :character   
## Mode :character Mode :character Mode :character Mode :character   
##   
##   
##   
##   
## Radiomodel2 RXthresholdcriteria1 RXthresholdcriteria2  
## Length:2186 Length:2186 Length:2186   
## Class :character Class :character Class :character   
## Mode :character Mode :character Mode :character   
##   
##   
##   
##   
## RXthresholdleveldBm1 RXthresholdleveldBm2 RXthresholdlevelv1  
## Min. :-88.00 Min. :-88.00 Min. : 8.90   
## 1st Qu.:-82.00 1st Qu.:-82.00 1st Qu.: 17.76   
## Median :-78.00 Median :-78.00 Median : 28.15   
## Mean :-77.36 Mean :-77.36 Mean : 41.63   
## 3rd Qu.:-76.50 3rd Qu.:-76.50 3rd Qu.: 33.46   
## Max. :-61.50 Max. :-61.50 Max. :188.14   
##   
## RXthresholdlevelv2 ThermalFadeMargindB1 R\_Powerfd1 R\_Powerfd2   
## Min. : 8.90 Min. : 0.33 Min. : 16.04 Min. : 9.79   
## 1st Qu.: 17.76 1st Qu.:21.54 1st Qu.: 63.23 1st Qu.: 30.96   
## Median : 28.15 Median :26.11 Median : 71.06 Median : 56.30   
## Mean : 41.63 Mean :26.72 Mean : 70.99 Mean : 83.93   
## 3rd Qu.: 33.46 3rd Qu.:31.76 3rd Qu.: 79.33 3rd Qu.: 81.64   
## Max. :188.14 Max. :63.20 Max. :121.80 Max. :486.27   
##   
## ThermalFadeMargindB2 Trueazimuth1 Trueazimuth2 TXpowerdBm1   
## Min. : 0.33 Min. : 0.05 Min. : 0.26 Min. :-15.00   
## 1st Qu.:21.54 1st Qu.: 90.86 1st Qu.: 88.22 1st Qu.: 13.00   
## Median :26.12 Median :172.59 Median :186.83 Median : 18.00   
## Mean :26.74 Mean :176.51 Mean :182.44 Mean : 15.72   
## 3rd Qu.:31.76 3rd Qu.:262.73 3rd Qu.:275.62 3rd Qu.: 20.00   
## Max. :63.20 Max. :359.88 Max. :359.75 Max. : 28.00   
##   
## TXpowerdBm2 DpQ\_R2 Verticalangle1 Verticalangle2   
## Min. :-15.00 Min. : 21.22 Min. :-7.6100 Min. :-15.710   
## 1st Qu.: 13.00 1st Qu.: 48.69 1st Qu.:-0.6200 1st Qu.: -0.250   
## Median : 18.00 Median : 54.25 Median :-0.1800 Median : 0.130   
## Mean : 15.72 Mean : 62.09 Mean :-0.2599 Mean : 0.238   
## 3rd Qu.: 20.00 3rd Qu.: 61.10 3rd Qu.: 0.1900 3rd Qu.: 0.560   
## Max. : 28.00 Max. :399.28 Max. :15.7100 Max. : 65.180   
## NA's :9   
## XPDfademarginmultipathdB1 XPDfademarginmultipathdB2 Fullmaxt1   
## Min. : 0.000 Min. : 0.000 Min. : 33.45   
## 1st Qu.: 0.000 1st Qu.: 0.000 1st Qu.:101.06   
## Median : 0.000 Median : 0.000 Median :123.51   
## Mean : 1.911 Mean : 1.916 Mean :153.32   
## 3rd Qu.: 0.000 3rd Qu.: 0.000 3rd Qu.:158.08   
## Max. :34.680 Max. :34.680 Max. :611.82   
##   
## Fullmint1 Outcome Difference  
## Min. :-293.60 Length:2186 Min. :1   
## 1st Qu.:-196.35 Class :character 1st Qu.:1   
## Median :-172.65 Mode :character Median :1   
## Mean :-175.48 Mean :1   
## 3rd Qu.:-152.18 3rd Qu.:1   
## Max. : -73.29 Max. :1   
## NA's :6

**Glimpse of dataframe**: As can be seen from below output, we have quite a few variables which are *character* that needs to be converted to numerical. We will create dummies of such character variables & clean our data. Also, we will merge the Training & Scoring dataset & preprocess them together so that we can find the prediction on scoring data without any issue.

## Rows: 2,186  
## Columns: 80  
## $ RFDBid <chr> "id\_11", "id\_38", "id\_40", "id\_43", ...  
## $ Eng\_Class <chr> "okay", "okay", "okay", "okay", "oka...  
## $ Antennafilename1 <chr> "7049.0", "7004.0", "7004.0", "7004....  
## $ Antennafilename2 <chr> "7049.0", "7004.0", "7004.0", "7049....  
## $ AntennagaindBd1 <dbl> 39.85, 33.65, 33.65, 33.65, 33.65, 3...  
## $ AntennagaindBd2 <dbl> 39.85, 33.65, 33.65, 39.85, 33.65, 3...  
## $ AntennagaindBi1 <dbl> 42.0, 35.8, 35.8, 35.8, 35.8, 35.8, ...  
## $ AntennagaindBi2 <dbl> 42.0, 35.8, 35.8, 42.0, 35.8, 35.8, ...  
## $ Antennaheightm1 <dbl> 30.00, 30.00, 30.00, 30.00, 30.00, 3...  
## $ Antennaheightm2 <dbl> 60.00, 30.00, 30.00, 30.00, 30.00, 3...  
## $ Antennamodel1 <chr> "VHLP4-13 7049B (TR)", "VHLP2-13 700...  
## $ Antennamodel2 <chr> "VHLP4-13 7049B (TR)", "VHLP2-13 700...  
## $ AtmosphericabsorptionlossdB <dbl> 0.64, 0.25, 0.27, 0.58, 0.30, 0.27, ...  
## $ AverageannualtemperatureC <dbl> 8.57, 8.98, 9.54, 9.90, 9.16, 9.08, ...  
## $ CirculatorbranchinglossdB1 <dbl> 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, ...  
## $ CirculatorbranchinglossdB2 <dbl> 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, ...  
## $ dbperKmRatio <dbl> 1.1104990, 2.3036859, 2.1137725, 1.0...  
## $ DiffractionlossdB <dbl> 0.00, 0.00, 0.00, 0.00, 0.00, 0.00, ...  
## $ DispersivefademargindB1 <chr> "0", "0", "0", "0", "0", "0", "0", "...  
## $ DispersivefademargindB2 <chr> "0", "0", "0", "0", "0", "0", "0", "...  
## $ Dispersivefadeoccurrencefactor <dbl> 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, ...  
## $ EffectiveFadeMargindB1 <dbl> 34.27, 28.75, 28.24, 31.34, 27.12, 2...  
## $ EffectiveFadeMargindB2 <dbl> 34.27, 28.75, 28.24, 35.24, 27.12, 2...  
## $ EIRPdBm1 <dbl> 58.5, 50.9, 50.9, 58.8, 50.9, 50.9, ...  
## $ EIRPdBm2 <dbl> 58.5, 50.9, 50.9, 61.1, 50.9, 50.9, ...  
## $ Elevation2 <dbl> 290.26, 17.79, 283.45, 413.11, 40.00...  
## $ Elevationm1 <dbl> 285.48, 289.98, 373.52, 27.10, 89.72...  
## $ Emissiondesignator1 <chr> "28M6G7W", "28M00D7WET", "28M00D7WET...  
## $ Emissiondesignator2 <chr> "28M6G7W", "28M00D7WET", "28M00D7WET...  
## $ ERPdbm1 <dbl> 58.5, 50.9, 50.9, 58.8, 50.9, 50.9, ...  
## $ ERPdbm2 <dbl> 58.5, 50.9, 50.9, 61.1, 50.9, 50.9, ...  
## $ ERPwatts1 <dbl> 707.95, 123.03, 123.03, 758.58, 123....  
## $ ERPwatts2 <dbl> 707.95, 123.03, 123.03, 1288.25, 123...  
## $ FadeoccurrencefactorPo <dbl> 5.001e-02, 1.214e-04, 7.258e-04, 4.9...  
## $ FlatfademarginmultipathdB1 <dbl> 34.27, 28.75, 28.24, 31.34, 27.12, 2...  
## $ FlatfademarginmultipathdB2 <dbl> 34.27, 28.75, 28.24, 35.24, 27.12, 2...  
## $ FreespacelossdB <dbl> 144.60, 136.69, 137.19, 143.97, 138....  
## $ FrequencyMHz <dbl> 13094, 13038, 12898, 12898, 12898, 1...  
## $ Geoclimaticfactor <dbl> 6.340e-06, 1.115e-05, 1.160e-05, 1.1...  
## $ MainnetpathlossdB1 <dbl> 62.73, 75.25, 75.76, 72.66, 76.88, 7...  
## $ MainnetpathlossdB2 <dbl> 62.73, 75.25, 75.76, 68.76, 76.88, 7...  
## $ MainreceivesignaldBm1 <dbl> -44.73, -50.25, -50.76, -47.66, -51....  
## $ MainreceivesignaldBm2 <dbl> -44.73, -50.25, -50.76, -43.76, -51....  
## $ MiscellaneouslossdB1 <chr> "0", "0", "0", "0", "0", "0", "0", "...  
## $ MiscellaneouslossdB2 <chr> "0", "0", "0", "0", "0", "0", "0", "...  
## $ OtherRXlossdB1 <dbl> 0.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0...  
## $ OtherRXlossdB2 <dbl> 0.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0...  
## $ OtherTXlossdB1 <dbl> 1.5, 9.9, 9.9, 2.0, 9.9, 9.9, 5.9, 1...  
## $ OtherTXlossdB2 <dbl> 1.5, 9.9, 9.9, 5.9, 9.9, 9.9, 5.9, 1...  
## $ Passivegain2dB <chr> "0", "0", "0", "0", "0", "0", "0", "...  
## $ Pathinclinationmr <dbl> 1.13, 21.82, 6.74, 13.24, 3.28, 46.8...  
## $ Pathlengthkm <dbl> 30.86, 12.48, 13.36, 29.16, 15.14, 1...  
## $ Polarization <chr> "Vertical", "Vertical", "Horizontal"...  
## $ Radiofilename1 <chr> "ml13e\_17e1\_cqp", "asn13\_83m\_16qam",...  
## $ Radiofilename2 <chr> "ml13e\_17e1\_cqp", "asn13\_83m\_16qam",...  
## $ Radiomodel1 <chr> "ML13E\_17E1\_QPSK", "AL+2 13G AS-28M-...  
## $ Radiomodel2 <chr> "ML13E\_17E1\_QPSK", "AL+2 13G AS-28M-...  
## $ RXthresholdcriteria1 <chr> "1E-6 BER", "1E-3 BER", "1E-3 BER", ...  
## $ RXthresholdcriteria2 <chr> "1E-6 BER", "1E-3 BER", "1E-3 BER", ...  
## $ RXthresholdleveldBm1 <dbl> -79.0, -79.0, -79.0, -79.0, -79.0, -...  
## $ RXthresholdleveldBm2 <dbl> -79.0, -79.0, -79.0, -79.0, -79.0, -...  
## $ RXthresholdlevelv1 <dbl> 25.09, 25.09, 25.09, 25.09, 25.09, 2...  
## $ RXthresholdlevelv2 <dbl> 25.09, 25.09, 25.09, 25.09, 25.09, 2...  
## $ ThermalFadeMargindB1 <dbl> 34.27, 28.75, 28.24, 31.34, 27.12, 2...  
## $ R\_Powerfd1 <dbl> 92.77, 79.65, 79.14, 90.14, 78.02, 7...  
## $ R\_Powerfd2 <dbl> 27.599, 50.180, 27.599, 27.599, 72.7...  
## $ ThermalFadeMargindB2 <dbl> 34.27, 28.75, 28.24, 35.24, 27.12, 2...  
## $ Trueazimuth1 <dbl> 312.09, 262.53, 202.40, 232.77, 49.2...  
## $ Trueazimuth2 <dbl> 131.81, 82.38, 22.34, 52.49, 229.42,...  
## $ TXpowerdBm1 <dbl> 18, 25, 25, 25, 25, 25, 25, 25, 25, ...  
## $ TXpowerdBm2 <dbl> 18, 25, 25, 25, 25, 25, 25, 25, 25, ...  
## $ DpQ\_R2 <dbl> 59.61050, 53.20369, 53.01377, 59.874...  
## $ Verticalangle1 <dbl> -0.04, -1.29, -0.43, 0.66, -0.24, 2....  
## $ Verticalangle2 <dbl> -0.17, 1.21, 0.34, -0.86, 0.14, -2.7...  
## $ XPDfademarginmultipathdB1 <dbl> 0.00, 0.00, 0.00, 0.00, 0.00, 0.00, ...  
## $ XPDfademarginmultipathdB2 <dbl> 0.00, 0.00, 0.00, 0.00, 0.00, 0.00, ...  
## $ Fullmaxt1 <dbl> 165.531, 107.249, 106.739, 117.739, ...  
## $ Fullmint1 <dbl> -140.5770, -173.3625, -190.7160, -14...  
## $ Outcome <chr> "Y", "Y", "Y", "Y", "Y", "Y", "Y", "...  
## $ Difference <dbl> 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, ...

**Merging Training & Scoring set**: Before merging the two dataset, we will check whether both contains the same column names or not. We can see that Scoring data set has four columns with different names *(“EffectiveFadeMargindB1”,“EffectiveFadeMargindB2”,“ThermalFadeMargindB1” “ThermalFadeMargindB2”)* & two columns which doesn’t exist in Scoring dataset *(“Eng\_Class”,“Outcome”)* which is quite obvious as we need to predict Eng\_Class. We will rename such columns and merge them.

## [1] "Eng\_Class" "EffectiveFadeMargindB1" "EffectiveFadeMargindB2"  
## [4] "ThermalFadeMargindB1" "ThermalFadeMargindB2" "Outcome"

## Note: Using an external vector in selections is ambiguous.  
## i Use `all\_of(old\_col\_names)` instead of `old\_col\_names` to silence this message.  
## i See <https://tidyselect.r-lib.org/reference/faq-external-vector.html>.  
## This message is displayed once per session.

## Data Cleaning:

Here we will understand the dataset, remove any unwanted variables. Add more variables using dummies concept. Recreate our dataframe.  
1) **Removing unwanted columns**: We will remove columns *RFDBid, Antennafilename1, Antennafilename2 & Outcome* as it will show no impact on our model.

RF\_All\_df1=All\_RF\_df %>% dplyr::select(-RFDBid,-Antennafilename1,-Antennafilename2,-Outcome)

1. **Creating Dummies for variable Antennamodel1**: As can be read in variable Antennamodel1, we have many unqiue values. If we create dummies for so many unique values of the variables, it will unnecessarily create variables which may not be impactful for our model, thus we will apply some manual analysis and accordingly create few dummies as can be read from the below line of code, we just create 4 dummies based on frequency count of character values.

test\_table=sort(table(RF\_All\_df1$Antennamodel1),decreasing = TRUE)  
RF\_All\_df1=RF\_All\_df1 %>%   
 mutate(Antennamodel1\_800=as.numeric(Antennamodel1 %in% names(which(test\_table>800))),  
 Antennamodel1\_300=as.numeric(Antennamodel1 %in% names(which(test\_table>300 & test\_table<=800))),  
 Antennamodel1\_200=as.numeric(Antennamodel1 %in% names(which(test\_table>200 & test\_table<=300))),  
 Antennamodel1\_100=as.numeric(Antennamodel1 %in% names(which(test\_table>100 & test\_table<=200)))) %>%  
 dplyr::select(-Antennamodel1,-Antennamodel2)

1. **Creating Dummies for variable Emissiondesignator1**: For variable *Emissiondesignator1*, we will apply some manual analysis and accordingly create few dummies as can be read from the below line of code, we just create 4 dummies based on frequency count of character values. By analysis, column Emissiondesignator1 & Emissiondesignator1 contains similar records, thus we will discard one and create dummies for other.

table\_emission1=sort(table(RF\_All\_df1$Emissiondesignator1),decreasing = TRUE)  
table\_emission1

##   
## 28M00D7WET 56M00D7WET 7M20G7W 28M6G7W 14M2G7W 27M5D7WET 55M00D7WET   
## 1535 544 397 253 112 102 99   
## 3M70G7W 13M3D7W 28MG67W 56M0D7W 28M0D7W 14M0D7W   
## 36 25 12 4 2 1

RF\_All\_df1=RF\_All\_df1 %>%   
 mutate(Emissiondesignator1\_1500=as.numeric(Emissiondesignator1 %in% names(which(table\_emission1>1500))),  
 Emissiondesignator1\_500=as.numeric(Emissiondesignator1 %in% names(which(table\_emission1>500 & table\_emission1<=1500))),  
 Emissiondesignator1\_300=as.numeric(Emissiondesignator1 %in% names(which(table\_emission1>300 & table\_emission1<=500))),  
 Emissiondesignator1\_200=as.numeric(Emissiondesignator1 %in% names(which(table\_emission1>200 & table\_emission1<=300)))) %>%  
 dplyr::select(-Emissiondesignator1,-Emissiondesignator2)

1. **Converting Polarization categories into 1’s & 0’s:** As can be read from below output, we will convert this variable into 1’s & 0’s dummy.

RF\_All\_df1=RF\_All\_df1 %>% mutate(Polarization\_vertical=as.numeric(Polarization=="Vertical")) %>% dplyr::select(-Polarization)

1. **Creating Dummies for Radiofilename1:** As both column contains same value, we will remove one and we will create manual dummies for other. Here, we will create dummies based on the frequencies of the count of radiofilename.

table\_radiofilename=sort(table(RF\_All\_df1$Radiofilename1),decreasing = TRUE)  
RF\_All\_df1=RF\_All\_df1 %>%   
 mutate(Radiofilename1\_600=as.numeric(Radiofilename1 %in% names(which(table\_radiofilename>600))),  
 Radiofilename1\_200=as.numeric(Radiofilename1 %in% names(which(table\_radiofilename>200 & table\_radiofilename<=600))),  
 Radiofilename1\_100=as.numeric(Radiofilename1 %in% names(which(table\_radiofilename>100 & table\_radiofilename<=200)))) %>%   
 dplyr::select(-Radiofilename1,-Radiofilename2)

1. **Creating Dummies for Radiomodel1:** As both column contains same value, we will remove one and we will create manual dummies for other based on frequency of value.

table\_Radiomodel1=sort(table(RF\_All\_df1$Radiomodel1),decreasing = TRUE)  
RF\_All\_df1=RF\_All\_df1 %>%   
 mutate(Radiomodel1\_300=as.numeric(Radiomodel1 %in% names(which(table\_Radiomodel1>300))),  
 Radiomodel1\_120=as.numeric(Radiomodel1 %in% names(which(table\_Radiomodel1>=120 & table\_Radiomodel1<=300))),  
 Radiomodel1\_80=as.numeric(Radiomodel1 %in% names(which(table\_Radiomodel1>=80 & table\_Radiomodel1<120)))) %>%   
 dplyr::select(-Radiomodel1,-Radiomodel2)

1. **Converting RXthresholdcriteria1 categories into 1’s & 0’s:** As *RXthresholdcriteria1 & RXthresholdcriteria1* column contains almost similar values, we will discard one and create dummy for other variables.

RF\_All\_df1=RF\_All\_df1 %>% mutate(RXthresholdcriteria\_dumm1=as.numeric(RXthresholdcriteria1=="1E-6 BER")) %>%   
 dplyr::select(-RXthresholdcriteria1,-RXthresholdcriteria2)

1. **Converting Character variables into numeric**: As ***DispersivefademargindB1*** variable contains numeric value in a form of characters, we will directly convert into numeric.

RF\_All\_df1$DispersivefademargindB1=as.numeric(RF\_All\_df1$DispersivefademargindB1)

1. **Converting Character variables into numeric**: As ***DispersivefademargindB1*** variable contains numeric value in a form of characters, we will directly convert into numeric.

RF\_All\_df1$DispersivefademargindB1=as.numeric(RF\_All\_df1$DispersivefademargindB1)

1. **Removing variables:** As can be read from above output, Since the columns *Passivegain2dB, MiscellaneouslossdB1, MiscellaneouslossdB2, EIRPdBm2, ERPdbm1, ERPdbm2, EffectiveFadeMargindB2, DispersivefademargindB2, MainreceivesignaldBm2, MainnetpathlossdB2, FlatfademarginmultipathdB2, OtherRXlossdB1, OtherTXlossdB2, ThermalFadeMargindB2, RXthresholdleveldBm2, RXthresholdlevelv2, TXpowerdBm2, XPDfademarginmultipathdB1* contains the same value, we will discard one and keep the other.

RF\_All\_df1=RF\_All\_df1 %>% dplyr::select(-MiscellaneouslossdB1,-MiscellaneouslossdB2,-Passivegain2dB,-EIRPdBm2,-ERPdbm1,  
 -ERPdbm2,-EffectiveFadeMargindB2,-DispersivefademargindB2, -MainreceivesignaldBm2,-MainnetpathlossdB2,-FlatfademarginmultipathdB2,-OtherRXlossdB1,-OtherTXlossdB2,-ThermalFadeMargindB2,-RXthresholdleveldBm2,-RXthresholdlevelv2,-TXpowerdBm2,-XPDfademarginmultipathdB1,-AntennagaindBd2)

1. **Converting *Eng\_Class* categories into 1’s & 0’s:** Finally, converting our target variable i.e. Eng\_Class into numeric.

RF\_All\_df1=RF\_All\_df1 %>% mutate(Eng\_Class\_new=as.numeric(Eng\_Class=="okay")) %>%   
 dplyr::select(-Eng\_Class)

1. **Dealing with *NA* values**: Variables Fullmint1 has 6 NA records & DpQ\_R2 has 9 NA records.

## AntennagaindBd1 AntennagaindBi1   
## 0 0   
## AntennagaindBi2 Antennaheightm1   
## 0 0   
## Antennaheightm2 AtmosphericabsorptionlossdB   
## 0 0   
## AverageannualtemperatureC CirculatorbranchinglossdB1   
## 0 0   
## CirculatorbranchinglossdB2 dbperKmRatio   
## 0 0   
## DiffractionlossdB DispersivefademargindB1   
## 0 0   
## Dispersivefadeoccurrencefactor EffectiveFadeMargindB1   
## 0 0   
## EIRPdBm1 Elevation2   
## 0 0   
## Elevationm1 ERPwatts1   
## 0 0   
## ERPwatts2 FadeoccurrencefactorPo   
## 0 0   
## FlatfademarginmultipathdB1 FreespacelossdB   
## 0 0   
## FrequencyMHz Geoclimaticfactor   
## 0 0   
## MainnetpathlossdB1 MainreceivesignaldBm1   
## 0 0   
## OtherRXlossdB2 OtherTXlossdB1   
## 0 0   
## Pathinclinationmr Pathlengthkm   
## 0 0   
## RXthresholdleveldBm1 RXthresholdlevelv1   
## 0 0   
## ThermalFadeMargindB1 R\_Powerfd1   
## 0 0   
## R\_Powerfd2 Trueazimuth1   
## 0 0   
## Trueazimuth2 TXpowerdBm1   
## 0 0   
## DpQ\_R2 Verticalangle1   
## 9 0   
## Verticalangle2 XPDfademarginmultipathdB2   
## 0 0   
## Fullmaxt1 Fullmint1   
## 0 6   
## Difference Antennamodel1\_800   
## 0 0   
## Antennamodel1\_300 Antennamodel1\_200   
## 0 0   
## Antennamodel1\_100 Emissiondesignator1\_1500   
## 0 0   
## Emissiondesignator1\_500 Emissiondesignator1\_300   
## 0 0   
## Emissiondesignator1\_200 Polarization\_vertical   
## 0 0   
## Radiofilename1\_600 Radiofilename1\_200   
## 0 0   
## Radiofilename1\_100 Radiomodel1\_300   
## 0 0   
## Radiomodel1\_120 Radiomodel1\_80   
## 0 0   
## RXthresholdcriteria\_dumm1 Eng\_Class\_new   
## 0 936

Thus, we will impute this variables with mean values.

RF\_All\_df1[which(is.na(RF\_All\_df1$Fullmint1)==TRUE),c('Fullmint1')]=mean(RF\_All\_df1$Fullmint1,na.rm = TRUE)  
RF\_All\_df1[which(is.na(RF\_All\_df1$DpQ\_R2)==TRUE),c('DpQ\_R2')]=mean(RF\_All\_df1$DpQ\_R2,na.rm = TRUE)

Finally, we will split our Data frame back into Training & Scoring set.

processed\_training\_df=RF\_All\_df1[which(RF\_All\_df1$Difference==1),!(colnames(RF\_All\_df1) %in% c('Difference'))]  
processed\_scoring\_df=RF\_All\_df1[which(RF\_All\_df1$Difference==0),!(colnames(RF\_All\_df1) %in% c('Difference','Eng\_Class\_new'))]

1. **nearZeroVar**: Here, we will remove all the variables with *near to zero variance*. We will use function nearZeroVar() of *caret*.

nzv\_all=nearZeroVar(processed\_training\_df)  
nzv\_train\_df <- processed\_training\_df[,-nzv\_all]  
dim(nzv\_train\_df) #53

## [1] 2186 53

1. **Removing highly correlated variables**: In this step, we will remove all the variables with high correlation. We will use findCorrelation function and find out the variables to be removed. we have set default range to 0.75

nzv\_train\_Cor <- cor(nzv\_train\_df)  
highly\_CorDescr <- findCorrelation(nzv\_train\_Cor, cutoff = 0.75)  
cor\_train\_df <- nzv\_train\_df[,-highly\_CorDescr]  
dim(cor\_train\_df) #39

## [1] 2186 39

1. **Linear Dependencies**: Here we will remove all the linear dependent variables. Since, we have null variables to remove i.e. we have no Linear dependencies.

LiD\_train\_info <- findLinearCombos(cor\_train\_df)  
LiD\_train\_info$remove

## NULL

# Question b:

## Train Test Split:

Here we will split the data into training & test set.

set.seed(375)  
s\_1=sample(1:nrow(cor\_train\_df),0.7\*nrow(cor\_train\_df))  
RF\_cor\_train=cor\_train\_df[s\_1,]  
RF\_cor\_test=cor\_train\_df[-s\_1,]

## Building Model: Logistic Regression & Random Forest

**Step 1) Variance Inflation Factor (VIF):** Applying VIF & testing any variable above value 5. We will discard the variables with value above 5 as it can cost multicollinearity issue.

for\_vif2=lm(Eng\_Class\_new~.,data=RF\_cor\_train)  
RF\_vars <- attributes(alias(for\_vif2)$Complete)$dimnames[[1]]  
RF\_vars

## NULL

As can be seen from below output, variables *OtherTXlossdB1, EIRPdBm1 & TXpowerdBm1* has very high VIF i.e. ranging to 1200. We will discard this variable & again check for VIF.

for\_vif2=lm(Eng\_Class\_new~.,data=RF\_cor\_train)  
sort(vif(for\_vif2),decreasing = T)[1:3]

## OtherTXlossdB1 EIRPdBm1 TXpowerdBm1   
## 1177.4690 1174.6294 773.8595

As can be seen from below output, variables *FrequencyMHz, FlatfademarginmultipathdB1 & Radiofilename1\_600* has VIF greater than 5. Thus, we will discard this variable & again check for VIF.

for\_vif2=lm(Eng\_Class\_new~.-OtherTXlossdB1-TXpowerdBm1-EIRPdBm1,data=RF\_cor\_train)  
sort(vif(for\_vif2),decreasing = T)[1:3]

## FrequencyMHz FlatfademarginmultipathdB1   
## 8.088820 5.517495   
## Radiofilename1\_600   
## 5.499268

As can be seen from below output, we have now all VIF less than 5. Thus we will stop checking the VIF any further & proceed to build the model.

for\_vif2=lm(Eng\_Class\_new~.-OtherTXlossdB1-TXpowerdBm1-EIRPdBm1-FrequencyMHz-FlatfademarginmultipathdB1  
 -Radiofilename1\_600,data=RF\_cor\_train)  
sort(vif(for\_vif2),decreasing = T)[1:3]

## Antennamodel1\_800 MainnetpathlossdB1 RXthresholdcriteria\_dumm1   
## 3.975570 3.619529 3.263194

We will remove the variables listed above & reform our data frame.

Training\_model2\_df=RF\_cor\_train %>% dplyr::select(-OtherTXlossdB1,-TXpowerdBm1,-EIRPdBm1,-FrequencyMHz,-FlatfademarginmultipathdB1,-Radiofilename1\_600)  
dim(Training\_model2\_df)

## [1] 1530 33

**Step 2): Building Tuned Model** We will build logistic regression & random forest. Both the model been tuned parallelly as can be seen from below code. We have applied manual K-Fold logic *(for loop)* & during each fold, we are tunning both the model. Random forest is been tunned on mtry parameter applied on K-Fold. Logistic regression is applied to stepAIC during each fold. The best model of each Fold is predicted on test dataset & it’s metric *(FScore)* is calculated & thereby storing each model run data in a list.

**Step 2)Best Model:** The best results of each run is calculated in a list. As can be seen from below code, K-Fold tunned best model is **Random forest**. We will test our prediction on both the models & see the performance.

bst\_index=1  
final\_list=list()  
best\_model=function(list,fscore,bst\_fscore){  
 for(i in 1:10){  
 if(as.numeric(list[[i]][fscore])>bst\_fscore){  
 bst\_fscore=as.numeric(list[[i]][fscore])  
 bst\_index=i  
 }  
 else{  
 next  
 }  
 }  
 final\_list=list("Fscore"=bst\_fscore,"Best\_Index"=bst\_index)  
 return(final\_list)  
}  
best\_glm\_model=best\_model(list=glm\_list,fscore="fscore\_glm",bst\_fscore=0)  
best\_rf\_model=best\_model(list=rf\_list,fscore="fscore\_rf",bst\_fscore=0)  
  
paste("Best glm score:, ",best\_glm\_model$Fscore)

## [1] "Best glm score:, 0.947735191637631"

paste("Best glm index:, ",best\_glm\_model$Best\_Index)

## [1] "Best glm index:, 1"

# paste("Cutoff:, ",glm\_list[[best\_glm\_model$Best\_Index]]['max\_cutoff\_glm'])  
paste("rf score:, ",best\_rf\_model$Fscore)

## [1] "rf score:, 0.955555555555556"

paste("rf index:, ",best\_rf\_model$Best\_Index)

## [1] "rf index:, 7"

paste("BestTune:, ",rf\_list[[best\_rf\_model$Best\_Index]]['bestTune'])

## [1] "BestTune:, list(mtry = 10)"

**Step 4): Logistic Regression Model Performance Measurement:** We will test our best Logistic Regression model on Test data. As can be seen, model is performing very good on 1’s i.e. very good precision but it is performing poorly on 0’s i.e. recall is very low.

## 0 1  
## 0 58 58  
## 1 22 518

## [1] "Best LR Recall: 0.5"

## [1] "Best LR Precision: 0.959259259259259"

**Step 4): Random Forest Model Performance Measurement:** We will test our best Random Forest Regression model on Test data. As can be seen, model is performing very good on 1’s i.e. very good precision & also it is performing very good on 0’s i.e. recall. This model has very high accuracy, sensitivity & a decent Kappa. Thus, after carefully building & analysing our model we will finalize our model as **Random Forest**.

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 67 2  
## 1 13 574  
##   
## Accuracy : 0.9771   
## 95% CI : (0.9626, 0.9871)  
## No Information Rate : 0.878   
## P-Value [Acc > NIR] : < 2.2e-16   
##   
## Kappa : 0.8865   
##   
## Mcnemar's Test P-Value : 0.009823   
##   
## Sensitivity : 0.9965   
## Specificity : 0.8375   
## Pos Pred Value : 0.9779   
## Neg Pred Value : 0.9710   
## Prevalence : 0.8780   
## Detection Rate : 0.8750   
## Detection Prevalence : 0.8948   
## Balanced Accuracy : 0.9170   
##   
## 'Positive' Class : 1   
##

## [1] "Best RF Recall: 0.971014492753623"

## [1] "Best RF Precision: 0.977853492333901"

## [1] "Best RF FScore: 0.823529411764706"
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# Question c:

## Feature Selection:

**Step 1):** First we will do the feature selection on our best Random forest model. We will use the function **important & varImpPlot** of RandomForest package to understand the variable importance. As can be seen in the plot, we got MeanDecreaseGini value to decide the variable importance. We have sorted the MeanDecreaseGini column in decreasin order and accordingly rebuilding our model to find the model with minimum **Out Of Bag (OOB)** error.

![](data:image/png;base64,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)

As can be learned from below output,by considering only 30 variables out of 38, we have got model OOB as 2.68% (slighyly above & below). Now, we will reduce the columns & find is there any change in OOB.

Imp\_Feature\_Variables=RF\_Imp\_df[1:20,'ColumnName']  
model\_formula=as.formula(paste("as.factor(Eng\_Class\_new)~", paste(Imp\_Feature\_Variables, collapse="+")))  
Feature\_Best\_RF\_Model=randomForest(model\_formula,data=RF\_cor\_train,ntree=100,mtry=unlist(rf\_list[[best\_rf\_model$Best\_Index]]['bestTune']))  
Feature\_Best\_RF\_Model

##   
## Call:  
## randomForest(formula = model\_formula, data = RF\_cor\_train, ntree = 100, mtry = unlist(rf\_list[[best\_rf\_model$Best\_Index]]["bestTune"]))   
## Type of random forest: classification  
## Number of trees: 100  
## No. of variables tried at each split: 10  
##   
## OOB estimate of error rate: 3.07%  
## Confusion matrix:  
## 0 1 class.error  
## 0 152 42 0.216494845  
## 1 5 1331 0.003742515

Feature\_test\_rf=as.numeric(as.character(unlist(predict(Feature\_Best\_RF\_Model,newdata=RF\_cor\_test,type = "response"))))  
Feature\_ConfusionMat\_rf=caret::confusionMatrix(as.factor(Feature\_test\_rf),as.factor(RF\_cor\_test$Eng\_Class\_new),positive="1")  
best\_ConfusionMat\_rf

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 67 2  
## 1 13 574  
##   
## Accuracy : 0.9771   
## 95% CI : (0.9626, 0.9871)  
## No Information Rate : 0.878   
## P-Value [Acc > NIR] : < 2.2e-16   
##   
## Kappa : 0.8865   
##   
## Mcnemar's Test P-Value : 0.009823   
##   
## Sensitivity : 0.9965   
## Specificity : 0.8375   
## Pos Pred Value : 0.9779   
## Neg Pred Value : 0.9710   
## Prevalence : 0.8780   
## Detection Rate : 0.8750   
## Detection Prevalence : 0.8948   
## Balanced Accuracy : 0.9170   
##   
## 'Positive' Class : 1   
##

By reducing our column size to 18, we are getting least OOB i.e. 2.16% for our model. We tried many other combinations but variable with 18 gives the least OOB. Thus, we will set our feature selection to 18 columns as setted in the decreasing order based on ImpVariables.

##   
## Call:  
## randomForest(formula = model\_formula, data = RF\_cor\_train, ntree = 100, mtry = unlist(rf\_list[[best\_rf\_model$Best\_Index]]["bestTune"]))   
## Type of random forest: classification  
## Number of trees: 100  
## No. of variables tried at each split: 10  
##   
## OOB estimate of error rate: 2.22%  
## Confusion matrix:  
## 0 1 class.error  
## 0 164 30 0.154639175  
## 1 4 1332 0.002994012

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 67 2  
## 1 13 574  
##   
## Accuracy : 0.9771   
## 95% CI : (0.9626, 0.9871)  
## No Information Rate : 0.878   
## P-Value [Acc > NIR] : < 2.2e-16   
##   
## Kappa : 0.8865   
##   
## Mcnemar's Test P-Value : 0.009823   
##   
## Sensitivity : 0.9965   
## Specificity : 0.8375   
## Pos Pred Value : 0.9779   
## Neg Pred Value : 0.9710   
## Prevalence : 0.8780   
## Detection Rate : 0.8750   
## Detection Prevalence : 0.8948   
## Balanced Accuracy : 0.9170   
##   
## 'Positive' Class : 1   
##

**Step 2):** Second, we will apply feature selection for Logistic Regression model & see if there is any improvement in the model. We have already applied **VIF (Variation Importance Factor) & stepAIC** in Qb before building our model. We will see if we can go any further with StepAIC(). Here we will also apply manual feature selection based on p-value. If p-value is less than 0.05, variable is significant & it p-value is more than 0.05, variable is insignificant, we can discard such variables. If we read through the summary of the model, we can interpret that **Radiomodel1\_300** has the highest p-value, we will discard this column & rerun our model

##   
## Call:  
## glm(formula = Eng\_Class\_new ~ AntennagaindBd1 + AtmosphericabsorptionlossdB +   
## ERPwatts2 + MainnetpathlossdB1 + Pathlengthkm + Trueazimuth1 +   
## DpQ\_R2 + Fullmaxt1 + Fullmint1 + Antennamodel1\_800 + Antennamodel1\_300 +   
## Antennamodel1\_200 + Emissiondesignator1\_500 + Emissiondesignator1\_300 +   
## Emissiondesignator1\_200 + Polarization\_vertical + Radiomodel1\_300 +   
## Radiomodel1\_120, family = "binomial", data = train\_data)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -4.5982 0.0000 0.1423 0.3874 1.8176   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -6.042e+00 3.653e+00 -1.654 0.098109 .   
## AntennagaindBd1 1.155e-01 5.527e-02 2.089 0.036679 \*   
## AtmosphericabsorptionlossdB -1.355e+00 2.697e-01 -5.024 5.07e-07 \*\*\*  
## ERPwatts2 -4.966e-04 3.258e-04 -1.524 0.127428   
## MainnetpathlossdB1 3.085e-02 1.853e-02 1.664 0.096036 .   
## Pathlengthkm -1.034e-01 2.085e-02 -4.959 7.10e-07 \*\*\*  
## Trueazimuth1 -1.480e-03 1.034e-03 -1.431 0.152366   
## DpQ\_R2 1.882e-01 2.707e-02 6.955 3.53e-12 \*\*\*  
## Fullmaxt1 -1.250e-02 1.421e-03 -8.795 < 2e-16 \*\*\*  
## Fullmint1 1.829e-02 5.621e-03 3.253 0.001142 \*\*   
## Antennamodel1\_800 -8.724e-01 3.772e-01 -2.312 0.020751 \*   
## Antennamodel1\_300 -1.245e+00 6.340e-01 -1.964 0.049562 \*   
## Antennamodel1\_200 4.651e-01 3.249e-01 1.432 0.152226   
## Emissiondesignator1\_500 -9.091e-01 3.248e-01 -2.799 0.005128 \*\*   
## Emissiondesignator1\_300 9.758e-01 3.778e-01 2.583 0.009789 \*\*   
## Emissiondesignator1\_200 -1.229e+00 3.229e-01 -3.805 0.000142 \*\*\*  
## Polarization\_vertical 6.571e-01 2.435e-01 2.699 0.006962 \*\*   
## Radiomodel1\_300 1.580e+01 7.417e+02 0.021 0.982999   
## Radiomodel1\_120 1.477e+01 6.957e+02 0.021 0.983066   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 1025.40 on 1376 degrees of freedom  
## Residual deviance: 598.73 on 1358 degrees of freedom  
## AIC: 636.73  
##   
## Number of Fisher Scoring iterations: 18

## Eng\_Class\_new ~ AntennagaindBd1 + AtmosphericabsorptionlossdB +   
## ERPwatts2 + MainnetpathlossdB1 + Pathlengthkm + Trueazimuth1 +   
## DpQ\_R2 + Fullmaxt1 + Fullmint1 + Antennamodel1\_800 + Antennamodel1\_300 +   
## Antennamodel1\_200 + Emissiondesignator1\_500 + Emissiondesignator1\_300 +   
## Emissiondesignator1\_200 + Polarization\_vertical + Radiomodel1\_300 +   
## Radiomodel1\_120

**Step 2.1):** As can be seen in the output summary, **Radiomodel1\_120** has the highest p-value of 0.982268. we will discard this variable & rerun our model.

##   
## Call:  
## glm(formula = as.factor(Eng\_Class\_new) ~ AntennagaindBd1 + AtmosphericabsorptionlossdB +   
## ERPwatts2 + MainnetpathlossdB1 + Pathlengthkm + Trueazimuth1 +   
## DpQ\_R2 + Fullmaxt1 + Fullmint1 + Antennamodel1\_800 + Antennamodel1\_300 +   
## Antennamodel1\_200 + Emissiondesignator1\_500 + Emissiondesignator1\_300 +   
## Emissiondesignator1\_200 + Polarization\_vertical + Radiomodel1\_120,   
## family = "binomial", data = RF\_cor\_train)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -4.5676 0.0004 0.1876 0.4091 2.2938   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -8.634e+00 3.270e+00 -2.641 0.008275 \*\*   
## AntennagaindBd1 1.392e-01 5.077e-02 2.743 0.006093 \*\*   
## AtmosphericabsorptionlossdB -1.351e+00 2.370e-01 -5.700 1.20e-08 \*\*\*  
## ERPwatts2 -4.556e-04 2.833e-04 -1.608 0.107865   
## MainnetpathlossdB1 5.328e-02 1.658e-02 3.214 0.001308 \*\*   
## Pathlengthkm -1.071e-01 1.921e-02 -5.578 2.43e-08 \*\*\*  
## Trueazimuth1 -7.673e-04 9.541e-04 -0.804 0.421240   
## DpQ\_R2 1.900e-01 2.438e-02 7.793 6.52e-15 \*\*\*  
## Fullmaxt1 -1.192e-02 1.296e-03 -9.193 < 2e-16 \*\*\*  
## Fullmint1 1.843e-02 5.180e-03 3.559 0.000373 \*\*\*  
## Antennamodel1\_800 -6.200e-01 3.352e-01 -1.850 0.064328 .   
## Antennamodel1\_300 -1.830e+00 5.399e-01 -3.390 0.000700 \*\*\*  
## Antennamodel1\_200 5.082e-01 2.999e-01 1.695 0.090144 .   
## Emissiondesignator1\_500 -8.165e-01 2.988e-01 -2.733 0.006278 \*\*   
## Emissiondesignator1\_300 7.147e-01 3.414e-01 2.093 0.036312 \*   
## Emissiondesignator1\_200 -1.255e+00 3.002e-01 -4.181 2.90e-05 \*\*\*  
## Polarization\_vertical 5.474e-01 2.245e-01 2.438 0.014766 \*   
## Radiomodel1\_120 1.480e+01 6.657e+02 0.022 0.982268   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 1163.57 on 1529 degrees of freedom  
## Residual deviance: 718.88 on 1512 degrees of freedom  
## AIC: 754.88  
##   
## Number of Fisher Scoring iterations: 18

**Step 2.2):** As can be seen in the output summary, **ERPwatts2** has the highest p-value of 0.109130. We will discard this variable & rerun our model.

##   
## Call:  
## glm(formula = as.factor(Eng\_Class\_new) ~ AntennagaindBd1 + AtmosphericabsorptionlossdB +   
## ERPwatts2 + MainnetpathlossdB1 + Pathlengthkm + Trueazimuth1 +   
## DpQ\_R2 + Fullmaxt1 + Fullmint1 + Antennamodel1\_800 + Antennamodel1\_300 +   
## Antennamodel1\_200 + Emissiondesignator1\_500 + Emissiondesignator1\_300 +   
## Emissiondesignator1\_200 + Polarization\_vertical, family = "binomial",   
## data = RF\_cor\_train)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -4.6191 0.0274 0.1959 0.4068 2.3107   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -8.5003691 3.2678535 -2.601 0.009290 \*\*   
## AntennagaindBd1 0.1377780 0.0508584 2.709 0.006748 \*\*   
## AtmosphericabsorptionlossdB -1.3727265 0.2374566 -5.781 7.43e-09 \*\*\*  
## ERPwatts2 -0.0004563 0.0002848 -1.602 0.109130   
## MainnetpathlossdB1 0.0512612 0.0164231 3.121 0.001801 \*\*   
## Pathlengthkm -0.1082648 0.0192016 -5.638 1.72e-08 \*\*\*  
## Trueazimuth1 -0.0007746 0.0009541 -0.812 0.416864   
## DpQ\_R2 0.1924879 0.0243624 7.901 2.77e-15 \*\*\*  
## Fullmaxt1 -0.0121036 0.0012963 -9.337 < 2e-16 \*\*\*  
## Fullmint1 0.0182351 0.0051793 3.521 0.000430 \*\*\*  
## Antennamodel1\_800 -0.5554381 0.3326402 -1.670 0.094962 .   
## Antennamodel1\_300 -1.8677954 0.5412254 -3.451 0.000558 \*\*\*  
## Antennamodel1\_200 0.5003826 0.3008147 1.663 0.096227 .   
## Emissiondesignator1\_500 -0.8798218 0.2976097 -2.956 0.003114 \*\*   
## Emissiondesignator1\_300 0.6943934 0.3420796 2.030 0.042365 \*   
## Emissiondesignator1\_200 -1.3031044 0.3001923 -4.341 1.42e-05 \*\*\*  
## Polarization\_vertical 0.5539652 0.2242011 2.471 0.013480 \*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 1163.57 on 1529 degrees of freedom  
## Residual deviance: 722.76 on 1513 degrees of freedom  
## AIC: 756.76  
##   
## Number of Fisher Scoring iterations: 8

**Step 2.3):** As can be seen in the output summary, **Trueazimuth1** has the highest p-value of 0.416864. We will discard this variable & rerun our model.

##   
## Call:  
## glm(formula = as.factor(Eng\_Class\_new) ~ AntennagaindBd1 + AtmosphericabsorptionlossdB +   
## MainnetpathlossdB1 + Pathlengthkm + ERPwatts2 + DpQ\_R2 +   
## Fullmaxt1 + Fullmint1 + Antennamodel1\_800 + Antennamodel1\_300 +   
## Antennamodel1\_200 + Emissiondesignator1\_500 + Emissiondesignator1\_300 +   
## Emissiondesignator1\_200 + Polarization\_vertical, family = "binomial",   
## data = RF\_cor\_train)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -4.6114 0.0275 0.1973 0.4016 2.2565   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -8.6760832 3.2594708 -2.662 0.007772 \*\*   
## AntennagaindBd1 0.1378977 0.0508576 2.711 0.006699 \*\*   
## AtmosphericabsorptionlossdB -1.3877626 0.2368105 -5.860 4.62e-09 \*\*\*  
## MainnetpathlossdB1 0.0507829 0.0164219 3.092 0.001986 \*\*   
## Pathlengthkm -0.1086071 0.0191887 -5.660 1.51e-08 \*\*\*  
## ERPwatts2 -0.0004520 0.0002845 -1.589 0.112094   
## DpQ\_R2 0.1931172 0.0243136 7.943 1.98e-15 \*\*\*  
## Fullmaxt1 -0.0120321 0.0012902 -9.326 < 2e-16 \*\*\*  
## Fullmint1 0.0179437 0.0051531 3.482 0.000497 \*\*\*  
## Antennamodel1\_800 -0.5791253 0.3308041 -1.751 0.080005 .   
## Antennamodel1\_300 -1.8906320 0.5397870 -3.503 0.000461 \*\*\*  
## Antennamodel1\_200 0.4839706 0.2999338 1.614 0.106616   
## Emissiondesignator1\_500 -0.9036797 0.2965588 -3.047 0.002310 \*\*   
## Emissiondesignator1\_300 0.6948596 0.3420784 2.031 0.042226 \*   
## Emissiondesignator1\_200 -1.3177505 0.2989810 -4.407 1.05e-05 \*\*\*  
## Polarization\_vertical 0.5521965 0.2241849 2.463 0.013773 \*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 1163.57 on 1529 degrees of freedom  
## Residual deviance: 723.42 on 1514 degrees of freedom  
## AIC: 755.42  
##   
## Number of Fisher Scoring iterations: 8

**Step 2.4):** As can be seen in the output summary, **ERPwatts2** has the highest p-value of 0.112094. We will discard this variable & rerun our model.

##   
## Call:  
## glm(formula = as.factor(Eng\_Class\_new) ~ AntennagaindBd1 + AtmosphericabsorptionlossdB +   
## MainnetpathlossdB1 + Pathlengthkm + DpQ\_R2 + Fullmaxt1 +   
## Fullmint1 + Antennamodel1\_800 + Antennamodel1\_300 + Antennamodel1\_200 +   
## Emissiondesignator1\_500 + Emissiondesignator1\_300 + Emissiondesignator1\_200 +   
## Polarization\_vertical, family = "binomial", data = RF\_cor\_train)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -4.5202 0.0296 0.2019 0.4043 2.2619   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -8.214678 3.250452 -2.527 0.011496 \*   
## AntennagaindBd1 0.134809 0.050968 2.645 0.008170 \*\*   
## AtmosphericabsorptionlossdB -1.408581 0.237028 -5.943 2.80e-09 \*\*\*  
## MainnetpathlossdB1 0.048836 0.016368 2.984 0.002848 \*\*   
## Pathlengthkm -0.117455 0.018282 -6.425 1.32e-10 \*\*\*  
## DpQ\_R2 0.185787 0.023624 7.864 3.71e-15 \*\*\*  
## Fullmaxt1 -0.012021 0.001289 -9.326 < 2e-16 \*\*\*  
## Fullmint1 0.017039 0.005100 3.341 0.000835 \*\*\*  
## Antennamodel1\_800 -0.620361 0.329125 -1.885 0.059446 .   
## Antennamodel1\_300 -1.926204 0.539441 -3.571 0.000356 \*\*\*  
## Antennamodel1\_200 0.482937 0.299452 1.613 0.106801   
## Emissiondesignator1\_500 -0.964910 0.295167 -3.269 0.001079 \*\*   
## Emissiondesignator1\_300 0.706511 0.341326 2.070 0.038461 \*   
## Emissiondesignator1\_200 -1.301462 0.296999 -4.382 1.18e-05 \*\*\*  
## Polarization\_vertical 0.586247 0.222917 2.630 0.008541 \*\*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 1163.57 on 1529 degrees of freedom  
## Residual deviance: 725.83 on 1515 degrees of freedom  
## AIC: 755.83  
##   
## Number of Fisher Scoring iterations: 8

**Step 2.5):** As can be seen from below output summary, all the variables are now significant. Thus, we will stop removing any further features & build our model on this features. We will check the model performance on this many features.

##   
## Call:  
## glm(formula = as.factor(Eng\_Class\_new) ~ AntennagaindBd1 + AtmosphericabsorptionlossdB +   
## MainnetpathlossdB1 + Pathlengthkm + DpQ\_R2 + Fullmaxt1 +   
## Fullmint1 + Antennamodel1\_800 + Antennamodel1\_300 + Emissiondesignator1\_500 +   
## Emissiondesignator1\_300 + Emissiondesignator1\_200 + Polarization\_vertical,   
## family = "binomial", data = RF\_cor\_train)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -4.5070 0.0294 0.2028 0.4041 2.2520   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -8.001393 3.256954 -2.457 0.014022 \*   
## AntennagaindBd1 0.122011 0.050339 2.424 0.015359 \*   
## AtmosphericabsorptionlossdB -1.403087 0.236422 -5.935 2.94e-09 \*\*\*  
## MainnetpathlossdB1 0.052142 0.016286 3.202 0.001367 \*\*   
## Pathlengthkm -0.121511 0.018116 -6.707 1.98e-11 \*\*\*  
## DpQ\_R2 0.187723 0.023653 7.936 2.08e-15 \*\*\*  
## Fullmaxt1 -0.012195 0.001288 -9.466 < 2e-16 \*\*\*  
## Fullmint1 0.016311 0.005057 3.225 0.001258 \*\*   
## Antennamodel1\_800 -0.799058 0.313236 -2.551 0.010742 \*   
## Antennamodel1\_300 -2.097290 0.533630 -3.930 8.49e-05 \*\*\*  
## Emissiondesignator1\_500 -1.024058 0.294861 -3.473 0.000515 \*\*\*  
## Emissiondesignator1\_300 0.804835 0.333038 2.417 0.015664 \*   
## Emissiondesignator1\_200 -1.325079 0.295964 -4.477 7.56e-06 \*\*\*  
## Polarization\_vertical 0.593235 0.222522 2.666 0.007677 \*\*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 1163.57 on 1529 degrees of freedom  
## Residual deviance: 728.48 on 1516 degrees of freedom  
## AIC: 756.48  
##   
## Number of Fisher Scoring iterations: 8

Rebuilding our Logistic regression model based on feature selection has brought a slight improvement in the model performance. We can see that 0’s ratio has improved a bit. But overall, still Random forest performs better.

## 0 1  
## 0 60 59  
## 1 20 517

## [1] "Best LR Recall: 0.513513513513513"

## [1] "Best LR Precision: 0.957798165137615"

# Question d:

## Model Explanation & Cost/Loss Function:

As we can see that, our best model is **Random Forest** after finely tuning & running over K-Fold validation. We also verified the best model on feature selection using variance importance technique. We got OOB for our model near to 2%. We analyzed our best model based on **F1Score metric** which is a trade off between recall & precision.

Basically, Random forest uses multiple decision tree in background to fit the best model. Decision tree has three nodes namely parent node, root node & terminal node. Decision tree uses any one of three metrics i.e. **Gini index, Entropy, Information gain** to split the data. We will consider the metric *Entropy* to decide the splitting of the data. In Random forest, the number of variables required for a single tree is decided using the formula **√P** where P is the number of variables that complete dataset has. Once the variable count is known for a single tree, Random forest will **randomly** choose that many variables from the whole column list & it will randomly split the data into train & test observations required in a single decision tree. We give training dataset to random forest, random forest itself further splits this data into train & test randomly for each decision tree. It builds the tree on train set & test its result on test set. Thus, random in random forest is the random variables & random train test split required to process a single tree. For e.g. if we have 9 columns & 100 observations, it will choose √9=3 variables & split 100 observation into 70% train set & 30% test set for a tree randomly. In decision tree, the first node column is chosen based on Entropy. Column with a lower entropy is chosen & splits the data into either True or False sub node also called as root node. Further splitting of the data is done with respect to column with a lowest entropy. This splitting repeat based on the size of the tree decided during parameter of Random forest.

Considering all the decision tree is formed based on the parameter ntree i.e. number of trees our random forest generates, now the random forest takes the final decision of classification based on **highest category voting**. For instance, if we have ntree as 500 & assuming 290 tree gives result as ‘okay’ & 210 tree gives result as ‘under’, the category with highest count is chosen i.e. okay. The process of voting repeats for all the data points. Each tree generates the error known as Out Of Bag error (OOB). This error reduces with each tree. Random forest finally generates the confusion matrix on the complete training set. Cost or Loss function is the misclassification error term. Machine learning algorithms are trained to minimize the cost function. The difference in cost & loss function is that cost function is for whole observation whereas loss is considered for one particular observation. Cost function used in classification is different than used in regression. In regression, the main idea of Cost function (MSE) is to reduce the error term by optimizing the value of weight (beta). We consider the algorithm Gradient descent to reduce the error by optimizing the value of beta. During each descent, we multiply previous slope value with the learning rate.

In classification, cross entropy cost function is used to measure the distance between two probability distributions [1]. As we know that in classification problem, we get probability value & the class with highest probability is selected as the winning prediction. The model adjusts its weight when the predicted probability is far from the actual one. Cross entropy is used to calculate the measure of predicted probability from actual one. Considering the probability distribution for two classes i.e. okay & under [1].  
P(D) = [y(okay’), y(under’)]  
A(D) = [y(okay), y(under)]

Cross entropy is calculated as [1]  
CrossEntropy=-(okay \* log(okay’) + under \* log(under’))

If we consider the below predicted & actual outcome,  
p(okay) = [0.8,0.2]  
A(okay) = [1,0]

Our cross entropy will be,  
Cross\_Entropy = - (1 \* log (0.8) + 0 \* log (0.2)) = 0.2231436

Our model has only two classes namely okay & under. we will use Binary cross entropy cost function.  
When the category is 1 i.e. okay [1],  
cross\_entropy=-y\*log(y’)

& when the category is 0 i.e. under [1],  
cross\_entropy=-(1-y) \* log (1-y’)

The error in binary classification is given by below formula [1]  
**Binary cross entropy= (sum of cross entropy for N observation)/N**

Binary cross entropy penalizes if the prediction is wrongly measured [1]. For both the categories i.e. y=1 (okay) & y=1 (under), cost function reaches infinity when predicted probability is wrongly interpreted. Therefore, cross entropy is considered as the good metric for classification problem as it penalizes the wrong prediction [1].

# Question e:

## Misclassification ratio 1:h where h={8,16,24}:

Cost ratio is a ratio of False Positive (FP) cost to the False Negative (FN) cost [2]. A cost ratio of 1:8 means that cost of a False Negative (expected ‘okay’ predicted ‘under’) is eigt times that of a false positive (expected ‘under’ predicted ‘okay’). As per the business requirements, we want incorrect scoring of okay when it is under should be less. Thus, we will assign more weight to it so as to reduce the error of False Positive. We judge the classifier on total cost calculated as \_\_Total\_cost = FP\* FP(cost) + FN\*FN(cost)\_\_[2].

## Model with cost ratio 1:8:

Here, we will apply the cost matrix and past as a parameter to our best Random Forest model. We will keep the cost ratio as 1:8 & pass to a small simulation function which gives the best ratio of FP/FN for our cost matrix. As can be seen from the rest, we have got the ratio as 5/40 which is exacly as 1/8.

cost\_ratio(h=8)

##   
## Call:  
## randomForest(formula = model\_formula, data = RF\_cor\_train, ntree = 100, mtry = unlist(rf\_list[[best\_rf\_model$Best\_Index]]["bestTune"]), parms = list(loss = costMatrix))   
## Type of random forest: classification  
## Number of trees: 100  
## No. of variables tried at each split: 10  
##   
## OOB estimate of error rate: 2.35%  
## Confusion matrix:  
## 0 1 class.error  
## 0 162 32 0.164948454  
## 1 4 1332 0.002994012

## Model with cost ratio 1:16:

Here, We will keep the cost ratio as 1:16 & pass to a small simulation function which gives the best ratio of FP/FN for our cost matrix. As can be seen from the rest, we have got the ratio as 2/34 which is approximately equal to 1/16.

cost\_ratio(h=16)

##   
## Call:  
## randomForest(formula = model\_formula, data = RF\_cor\_train, ntree = 100, mtry = unlist(rf\_list[[best\_rf\_model$Best\_Index]]["bestTune"]), parms = list(loss = costMatrix))   
## Type of random forest: classification  
## Number of trees: 100  
## No. of variables tried at each split: 10  
##   
## OOB estimate of error rate: 2.42%  
## Confusion matrix:  
## 0 1 class.error  
## 0 161 33 0.170103093  
## 1 4 1332 0.002994012

## Model with cost ratio 1:24:

Here, We will keep the cost ratio as 1:24. Model result for this ratio is not that accurate compare to previous 2 results for h={8,16}.

costMatrix <- matrix(c(0,1,24,0), nrow=2)  
 best\_24\_model=randomForest(model\_formula, data = RF\_cor\_train, ntree = 100,mtry= unlist(rf\_list[[best\_rf\_model$Best\_Index]]['bestTune']),parms = list(loss=costMatrix))  
 best\_24\_model

##   
## Call:  
## randomForest(formula = model\_formula, data = RF\_cor\_train, ntree = 100, mtry = unlist(rf\_list[[best\_rf\_model$Best\_Index]]["bestTune"]), parms = list(loss = costMatrix))   
## Type of random forest: classification  
## Number of trees: 100  
## No. of variables tried at each split: 10  
##   
## OOB estimate of error rate: 2.61%  
## Confusion matrix:  
## 0 1 class.error  
## 0 158 36 0.185567010  
## 1 4 1332 0.002994012

# Question f:

## Prediction on Scoring data:

As we have already preprocessed our Scoring dataframe parallely with our Training dataset. Here, we need to use our best model & predict the outcome. Our best model was Random forest applied on feature selection. We cannot estimate any model metric as we don’t have any actual y i.e. Eng\_Class variable. We can read from below distribution of 1’s & 0’s from below output.

Scoring\_Prediction=as.numeric(as.character(unlist(predict(Feature\_Best\_RF\_Model,newdata=processed\_scoring\_df,type = "response"))))  
table(Scoring\_Prediction)

## Scoring\_Prediction  
## 0 1   
## 104 832

# Question g (i):

Convolutional Neural Network made up of neurons with weights & biases as learnable parameter [3]. It’s base architecture follows basic neural network. The added advantage of using CNN over basic Neural Network is considering the fact of neurons size. Suppose for an image data, we have 26 \* 26 size i.e. 676 size, such size of neurons are adaptable to basic neural network system but what if we have a neural network of size 800\*800. For such size, its operation processing would be very high [3]. Thus, CNN is used in such cases where it does feature extraction and convert into lower dimension without lossing its important characteristics.

Image data constitute of 3 dimensional data points i.e. height, length & the color. CNN has hidden layer as convolution layer which is used to detect patterns in the images & it is the feature extracting layer [3]. For each convolution layer, it is important to define the number of filters that the layer should contain. It is the filter that detects the sophisticated patterns in the image. Filter consist of a small matrix whose values are initialize by random numbers. If we set filter size as 3 \* 3, it will stride over 3 \* 3 size image & apply dot product & store its value in a single size data point. It extracts the image features part by part by calculating dot product between receptive field & the filter [4]. It repeats the process untill all the field is completed. The receptive field is decided based on the field size matrix, it stride & repeat the operation.

Convolution layer output is passed to the input of Pooling layer. Max pooling reduces the dimensionality of the images by reducing the number of pixels. Pooling layer is a way of reducing the spatial volume of image [4]. We choose n \* n region as the filter matrix & we decide stride which decides the filters to move the pixels by that size. For instance, if we have a matrix of 2 \* 2 & a stride step of 2, we calculate the the max value from it & this is used as the output from this layer. We now move the number of pixels that we decide on the value of stride & calculate the max of this region. This operation will repeat until all the pixels is covered from the convolution layer. We consider the 2\*2 numbers as the pool of numbers & we are calculating the max of this metrix thus this process is termed as max pooling.

# Question g (iii) (1): Text Analytics.

The amount of text produced by humans is increasing exponentially & therefore the ability to process this large amount of text has become very important to support business information. The traditional approach of text analytics i.e. using text mining & Natural Language processing is based on statistical approach which lack background knowledge, contains missing context, ambiguity & has lack of standards [5]. Thus, Deep Learning text analytics has become integral part of getting text insights. The main difference between the traditional method & deep learning is the use of vectors. To represent a word, deep learning uses a vector implementation. Each word represent the length of a vector whose size is the complete size of vocabulory but this may increase the size of complete set [5]. Dimensionality reduction is required to process the word vector fast. Deep learning analytics assists with settling the uncertainty of unstructured data. It uses knowledgeable graphs & semantic standards to analyse the text [5]. Its methodology includes analysing the structure of text, extracting important entities from text in view of information diagrams [5]. Extracting the relevant phrases based on corpus statistics & therefore analysing the entities & classification of text using trained models [5]. It also includes the sensing of sentences by extracting the relevant data using knowledge graphs [5].

Multilayer neural network is used to perform task related to NLP which includes POS tagging, role labeling in semantics, chunking, NER [6]. The methods which encorporates the text analytics uses greedy algorithm, Stochastic Auto Encoder, Word Graph representation and DCNN for training sentence by applying N-gram and Bag of Word [6]. CNN and RNN are used for sentiment classification with LSTM and CRF [6]. Distributed Maximally Collapsing Metric Learning is used to map the probability function of training dataset [6]. A recursive technique is used to parse segments of sentence features which produces a complete sentence.

An autoencoder is a feedforward network that can train with distributed data, typically with the objective of dimensionality decrease or complex learning & generally has one hidden layer between input and output layer [7]. The training adheres to the traditional neural network approach with backpropagation. The main difference lies in the process of computing the error by comparing the output to the information itself. Feature extraction and clustering deep noise autoencoder algorithm converts spatial vectors of high-dimensional into lower-dimensional by utilizing deep learning network [7]. Other feature extraction techniques used are Prinicipal component analysis (PCA), shallow & deep sparse encoder for pattern recognition [7]. Sparse autoencoder is used to extract text features thereby combining deep network to frame standard deviation algorithm to classify text. This technique results in higher recognition accuracy with good stability & better generalization. [7]
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