**Mathematical Review**

Term Frequency - Inverse Document Frequency (TF-IDF) is a Machine learning technique used as a weighting factor for features. The weight increases as the word occurs more times in the text but is offset by the frequency of occurrences in the dataset. The offset reduces the importance of common words such as “the”, “a” and “and”, which appear frequently but do not serve any purpose when it comes to text classification.

tf-idf (t, d) = tf (t, dn) \* idf (t, D)

The tf-idf function is a multiplication of term frequency (TF) function and the inverse document frequency (IDF) function. The First function is the term frequency function.

tf (t, dn) = ft| d

The tf in the function stands for term frequency and the function expresses how many times a single term occurs in a document. The f represents frequency, t represents given term and dn represents a specific document in the dataset.

idf (t, d) =

The second function is called IDF function, where the total number of documents (N) is divided by the number of documents that contain given word. The function is logarithmic in order to dampen its effects.

In order to demonstrate how this works, here is example with calculation on short sentences. We have two documents d1 and d2, both documents contain one sentence. Both sentences are the same except for one difference, one sentence contains negative word not, thus reversing the meaning of the sentence. The TF-IDF should identify, which word in this document is important.

|  |  |
| --- | --- |
| **Documents** | **Data** |
| Document d1 | Computer science is easy. |
| Document d2 | Computer science is not easy. |

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| **Terms (t)** | **TF** | | **IDF** | **TF-IDF** | |
| **d1** | **d2** | **d1** | **d2** |
| computer | 1 | 1 |  | 0 | 0 |
| science | 1 | 1 |  | 0 | 0 |
| is | 1 | 1 |  | 0 | 0 |
| easy | 1 | 1 |  | 0 | 0 |
| not | 0 | 1 |  | 0 |  |

The TF column counts the occurrence of all words in each document. We can see, that only difference is that d1 does not contain word ‘not’. In the IDF column we use the IDF function, which means number of documents divided by number of occurrences of the word in the documents. In this case every word was for every word except for not, which was contained in only one of the documents, so the result was . With all the values from TF and IDF, we can calculate the TF-IDF. From the results we can see, that the TF-IDF technique labeled all the words with zero value, except for word not in d2. TF-IDF was contained once in d2 and the IDF value for that word was and after multiplication we end up with a result of . TF-IDF values for other words in both documents are 0, because every other word is contained in both documents thus IDF value is which is equal to 0 and whatever we multiply with the IDF value will end up being 0.

There are also other variations of TF-IDF algorithm. For example, Sublinear Term Frequency (STF), which can become useful if the TF is required to be scaled less then linearly. STF is like TF, but it puts the result on a logarithmic scale (Cambridge UP, 2019).

stf (t, d) = log (ft| d)

Changes can also be made for the IDF. For IDF Smoothing we can add 1 to the inside of the logarithmic expression. This change will never let the IDF value to be a 0 and thus all TF-IDF results will have at least some value (Cambridge UP, 2009).

idf (t, d) =
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