# 알고리즘 스터디: 3주차 완전탐색, 재귀, 분할정복, 백트래킹

새로운 주제로 들어가기 전에, 2주차에 배운 내용을 간략히 되짚어 보겠습니다. 지난 시간에는 배열, 연결 리스트, 스택, 큐, 집합, 맵 등과 같은 기본적인 자료구조와 문자열 조작 기법에 대해 집중적으로 다루었습니다. 예를 들어 배열과 연결 리스트를 비교했는데, 배열은 임의 접근(random access)을 $O(1)$에 제공하는 대신 삽입과 삭제 비용이 크고, 연결 리스트는 삽입/삭제는 빠르지만 순차 접근만 가능하다는 점을 언급했습니다【1†】. 또한, 흔히 쓰이는 문자열 알고리즘도 연습했습니다. 예를 들어, 문자열이 앞뒤가 같은지 확인하는 팰린드롬 검사【2†】나, 두 문자열이 동일한 문자로 이루어졌는지(순서가 다른 애너그램인지) 확인하는 알고리즘【3†】 등이 있습니다. 이러한 자료 구조와 조작 기법에 대한 기반이 알고리즘 문제를 해결하는 데 기초가 됩니다. 이를 바탕으로, 3주차에서는 완전탐색, 재귀, 분할정복, 백트래킹 등 핵심 알고리즘 설계 패러다임으로 주제를 전환합니다. 이러한 기법들을 익히면 코딩 면접 문제를 효과적으로 해결할 수 있는 여러 가지 접근 방식을 사용할 수 있게 됩니다.

## 완전탐색 (Brute Force)

완전탐색(혹은 브루트 포스 기법)은 문제 해결을 위한 가장 기본적인 방법입니다. 가능한 모든 경우를 차례대로 시도하면서 해결책을 찾는 방식입니다. 완전탐색 알고리즘은 문제의 요구 사항을 만족하는 해답인지 확인하기 위해 모든 가능한 후보 해답을 체계적으로 탐색합니다【4†】. 다시 말해, 어떤 지름길이나 휴리스틱을 사용하지 않고 가능한 모든 결과를 전부 생성하여 테스트하는 방식입니다. 이 방법은 가능한 모든 경우를 빠짐없이 살펴보므로, 해답이 있는 경우 반드시 찾고, 해답이 없음을 정확히 판단할 수 있다는 것을 보장합니다. Ken Thompson이 ‘의심스러울 때는 완전탐색을 사용하라’고 말했듯이, 완전탐색은 기본적인 기준점이나 최후의 수단으로 사용할 수 있습니다. 하지만 해답을 확실히 찾을 수 있다는 보장에는 대가가 매우 큽니다. 입력 크기가 커지면 가능한 후보의 수가 기하급수적으로 늘어나기 때문입니다(이를 조합 폭발(combinatorial explosion)이라고 합니다). 예를 들어 8-퀸 문제를 완전탐색으로 풀면 체스판의 64칸 중 퀸 8개를 놓는 모든 경우($64 \choose 8$)를 시도해야 합니다【5†】. 마찬가지로 외판원 문제를 완전탐색으로 풀 때는 N개의 도시 순열 N!을 모두 확인해야 합니다. 이런 방법들은 입력 크기가 커지면 비현실적이 됩니다. 시간 복잡도가 지수(exp.) 또는 계승(factorial)이 되는 경우가 많기 때문입니다【6†】. 요약하면, 완전탐색은 효율성을 포기하는 대신 단순성과 확실성을 얻는 방식입니다.

완전탐색에도 몇 가지 활용 사례와 장점이 있습니다: - 구현이 쉽고 이해하기 쉬워 – 초기 해답을 구하거나 최적화된 알고리즘과 비교할 기준으로 유용합니다【7†】. - 문제 크기가 충분히 작아 합리적인 시간 내에 모든 경우를 탐색할 수 있는 경우 잘 작동합니다【8†】. 그런 때 단순함이 오히려 장점이 될 수 있습니다. - 정확성이 가장 중요한 애플리케이션의 경우, 휴리스틱이나 복잡한 최적화가 오히려 위험을 초래할 수 있습니다. 완전탐색은 언제나 결국 정답을 찾습니다【9†】. - 인터뷰 환경에서는 기본 풀이로 사용할 수 있습니다. 우선 완전탐색으로 문제를 해결하면 문제 이해도를 보여줄 수 있고, 그 다음에 이를 최적화하는 방법에 대해 논의할 수 있습니다.

**시간 복잡도 분석:** 완전탐색 알고리즘은 일반적으로 모든 알고리즘 중에서도 최악의 시간 복잡도를 가집니다. 간단한 선형 탐색의 경우에는 $O(n)$이 될 수 있지만, 대부분의 완전탐색 해법은 고차 다항식 또는 지수적 복잡도를 가집니다. 예를 들어, $n$개 원소 집합의 모든 부분집합을 완전탐색하면 $O(2^n)$이고, 모든 순열을 확인하는 것은 $O(n!)$입니다【10†】. 이 때문에 완전탐색은 일반적으로 입력 크기가 작거나, 가지치기(pruning) 기법과 결합된 경우에만 현실적입니다 (가지치기는 뒤에서 백트래킹에서 다룹니다). 경험적으로, 완전탐색에서 $10^7$개 이상의 경우를 시도해야 하는 경우 코딩 테스트에서는 너무 느릴 수 있습니다.

**예제 – Two-Sum (완전탐색):** 간단한 예로 고전적인 "두 합(Two-Sum)" 문제를 생각해보겠습니다: 정수 배열이 주어졌을 때, 두 개의 서로 다른 원소를 골라 그 합이 목표값이 되는 경우가 있는지 구하는 문제입니다. 완전탐색이라면 배열의 모든 가능한 두 원소 쌍을 확인할 것입니다(이중 반복문 사용). 이 방법은 $O(n^2)$ 시간 복잡도를 가지며, 적당한 $n$에는 괜찮지만 $n$이 커지면 성능이 급격히 나빠집니다. 다음은 C++14, Java 17, Python 3.10으로 구현한 완전탐색 방식의 Two-Sum 코드입니다:

**C++14:** brute-force two-sum (check all pairs) – $O(n^2)$

bool hasPairSum(const vector<int>& arr, int target) {  
 int n = arr.size();  
 for (int i = 0; i < n; ++i) {  
 for (int j = i + 1; j < n; ++j) {  
 if (arr[i] + arr[j] == target) {  
 return true; // found a pair  
 }  
 }  
 }  
 return false;  
}

**Java 17:** brute-force two-sum – $O(n^2)$

static boolean hasPairSum(int[] arr, int target) {  
 int n = arr.length;  
 for (int i = 0; i < n; i++) {  
 for (int j = i + 1; j < n; j++) {  
 if (arr[i] + arr[j] == target) {  
 return true; // found a pair  
 }  
 }  
 }  
 return false;  
}

**Python 3.10:** brute-force two-sum – $O(n^2)$

def has\_pair\_sum(arr, target):  
 n = len(arr)  
 for i in range(n):  
 for j in range(i+1, n):  
 if arr[i] + arr[j] == target:  
 return True # found a pair  
 return False

각 언어 버전 모두 모든 두 인덱스 조합을 순회하며 합을 검사합니다. 장점은 코드가 간단하다는 점입니다. 단점은 이중 반복문으로 인해 시간 복잡도가 2차원이 된다는 것입니다. 배열이 매우 큰 경우, 평균적으로 $O(n)$ 시간에 해결할 수 있는 해시 집합을 사용하는 최적화된 방법이 실제로는 더 선호됩니다. 그러나 인터뷰 상황에서는 완전탐색 풀이를 먼저 작성하는 것이 종종 좋은 첫 번째 단계가 됩니다. 올바른 풀이 방법을 보인 후에 이를 어떻게 최적화할 수 있을지 논의할 수 있기 때문입니다.

정리하자면, 완전탐색은 모든 경우를 탐색하는 방식입니다. 최적화된 많은 알고리즘이 불가능한 후보를 가지치기하거나 더 똑똑한 탐색 방법을 사용해 완전탐색을 바탕으로 만들어지기 때문에, 완전탐색을 이해하는 것은 매우 중요합니다. 새로운 문제를 만났을 때 항상 “완전탐색 해답은 무엇인가?”를 생각해보는 것이 현명합니다. 이는 정답을 찾을 때 기준점이 되어줄 뿐만 아니라, 최적화를 위한 아이디어를 얻는 데 도움이 되기도 합니다. 단, 순수한 완전탐색은 일반적으로 확장성이 떨어지므로, 입력 크기가 작을 때나 더 나은 방법으로 개선하는 과정에서, 또는 가지치기 기법과 결합하여 선택적으로 사용하는 것이 좋습니다.

## 재귀 (Recursion)

재귀(Recursion)는 문제를 해결하기 위해 함수가 직접적 또는 간접적으로 자기 자신을 하위 루틴으로 호출하는 알고리즘 기법입니다. 프로그래밍 관점에서는, 재귀 함수란 그 정의 내에서 자기 자신을 호출하는 함수를 말합니다【11†】. 재귀적 접근은 문제를 동일한 유형의 더 작은 하위 문제로 나누어 해결하고, 그 결과를 결합하여 원래 문제를 해결한다는 아이디어를 기반으로 합니다. 모든 재귀 알고리즘은 두 가지 핵심 요소를 갖습니다: - **기저 사례(Base Case):** 직접 풀 수 있는 하나 이상의 종료 조건입니다. 기저 사례에 도달하면 함수는 추가적인 재귀 호출 없이 결과를 반환합니다. 이는 무한 재귀를 방지합니다. - **재귀 사례(Recursive Case):** 함수가 더 작거나 단순한 입력으로 자신을 호출하는 부분으로, 기저 사례를 향해 진행합니다. 각 재귀 호출은 원래 문제의 일부인 작은 하위 문제를 해결합니다.

고전적인 예로 팩토리얼 계산을 들 수 있습니다. $n$의 팩토리얼(기호 $n!$)은 재귀적으로 다음과 같이 정의됩니다: - 기저 사례: $0! = 1$ (관례상 $1! = 1$도 포함됩니다) - 재귀 사례: $n! = n \times (n-1)!$ (n > 1일 때)

이 정의를 사용하면 팩토리얼의 재귀 구현이 바로 나옵니다: $n \le 1$이면 1을 반환하고, 그렇지 않으면 $n \times factorial(n-1)$을 반환합니다. 이제 C++, Java, Python 코드로 이를 살펴보겠습니다.

**C++14: 재귀를 이용한 팩토리얼**

long long factorial(int n) {  
 if (n <= 1) // base case: 0! = 1, 1! = 1  
 return 1;  
 return 1LL \* n \* factorial(n - 1); // recursive case  
}

**Java 17: 재귀를 이용한 팩토리얼**

static long factorial(int n) {  
 if (n <= 1) { // base case  
 return 1;  
 }  
 return n \* factorial(n - 1); // recursive case  
}

**Python 3.10: 재귀를 이용한 팩토리얼**

def factorial(n):  
 if n <= 1: # base case  
 return 1  
 return n \* factorial(n - 1) # recursive case

세 가지 버전 모두 같은 논리를 따릅니다: 문제(자연수 $n$의 팩토리얼)를 더 작은 문제(자연수 $n-1$의 팩토리얼)로 줄여나가다가 $n = 1$ 또는 $n = 0$에 도달하면 재귀 호출이 해제되어 결과가 반환됩니다. 예를 들어 factorial(5)를 호출하면 factorial(4)를 호출하고, factorial(4)는 factorial(3)을 호출하는 식으로 내려갑니다. 결국 factorial(1)이 1을 반환하면 호출 스택이 풀리면서 결과를 차례로 곱해 나갑니다: 1 → 1×2 → 2×3 → 6×4 → 24×5 → 120. 자기 자신을 호출하며 문제를 나누는 방식이 바로 재귀의 본질입니다.

**재귀 작동 방식 (스택 프레임):** 재귀 함수가 자신을 호출하면 현재 호출이 일시 중지되고 함수의 새로운 인스턴스가 시작됩니다. 런타임은 이 함수 호출들을 관리하기 위해 호출 스택을 사용합니다. 각 호출에는 자신의 매개변수와 지역 변수가 있으며, 서로 간섭하지 않습니다. 예를 들어 factorial(3)을 살펴보겠습니다: factorial(3)을 호출하면 factorial(2)의 결과를 기다립니다. factorial(2)는 factorial(1)을 호출합니다. factorial(1)이 기저 사례에 도달하여 1을 반환하면, 그제서야 이전 호출들이 차례로 다시 진행되고 결과를 계산하게 됩니다. 함수 호출들은 LIFO(Last In, First Out) 방식으로 쌓였다가 제거됩니다【12†】【13†】. 각 재귀 호출은 기저 사례에 도달할 때까지 스택에 쌓이고, 기저 사례에 도달하면 호출들이 하나씩 반환되며 스택에서 제거됩니다. 모든 재귀 체인은 반드시 기저 사례에 도달해야 합니다. 그렇지 않으면 호출이 무한히 반복되어 스택 오버플로 오류(재귀의 무한 루프)【14†】【15†】가 발생할 수 있습니다.

**재귀 vs 반복 (복잡도):** 자주 묻는 질문 중 하나는 “재귀를 사용하는 것과 반복문을 사용하는 것의 성능 차이(패널티)가 무엇인가?” 입니다. 많은 경우, 단순 재귀는 반복문 버전과 동일한 빅오 시간 복잡도를 가지면서도, 호출 스택 때문에 더 많은 메모리를 사용합니다. 예를 들어 1부터 $N$까지의 합을 재귀로 계산하면 시간 복잡도는 $O(N)$이고 공간 복잡도는 $O(N)$입니다(스택 공간 때문). 반복문을 사용하면 시간 복잡도는 $O(N)$이지만 공간 복잡도는 $O(1)$입니다【16†】. 팩토리얼 예제에서도 재귀와 반복 구현 모두 $N$번의 곱셈을 수행하므로 시간 복잡도는 $O(N)$입니다. 그러나 재귀 버전은 $O(N)$ 스택 공간(각 호출이 다음 호출을 기다림)을 필요로 하는 반면, 반복 버전은 상수 공간만을 사용합니다.

**재귀 사용 시기:** 재귀는 유사한 하위 문제들로 정의할 수 있는 문제에 적합합니다. 많은 분할정복 알고리즘(예: 퀵 정렬, 병합 정렬)은 재귀적입니다. 재귀는 트리와 그래프 순회(예: 깊이 우선 탐색 DFS)에 자연스럽게 사용되기도 합니다. 트리 구조 자체가 재귀적인 특성(노드의 자식들이 또 다른 서브트리) 때문입니다. 특정 수학적 수열(예: 피보나치 수열)은 재귀로 쉽게 표현할 수 있습니다(단, 피보나치 수열을 단순 재귀로 구현하면 비효율적이라는 단점이 있습니다). 재귀는 우아한 해법을 만들기도 합니다. 예를 들어, 하노이 탑 문제나 조합/순열 생성 알고리즘은 재귀를 사용하면 반복문보다 개념적으로 명확해질 때가 많습니다.

그러나 재귀를 사용할 때는 한계에 유의해야 합니다. 재귀 깊이가 너무 깊어지면 스택 오버플로로 인해 프로그램이 비정상 종료할 수 있습니다 (예: 1만 단계 이상의 재귀 호출은 스택 한계를 초과할 수 있습니다). 꼬리 재귀 최적화(TCO)가 지원되는 언어에서는 이 문제를 완화할 수 있습니다(안타깝게도 C++와 Java는 꼬리 호출 최적화를 지원하지 않지만, Python은 내부적으로 일부 꼬리 호출을 최적화합니다). 성능이 중요한 코드에서는 함수 호출 오버헤드를 피하기 위해 반복문을 사용한 풀이가 더 나을 수 있습니다. 재귀 함수는 반드시 올바른 기저 사례를 갖고, 각 재귀 단계마다 그 기저 사례로 나아가도록 설계되어야 합니다 (무한 재귀를 방지하기 위함입니다).

**재귀 호출 추적 – 예시:** 이해를 돕기 위해 간단한 재귀 함수를 추적해보겠습니다. 아래는 배열의 합을 재귀로 계산하는 파이썬 코드입니다:

def recursive\_sum(arr):  
 # Base case: if array is empty, sum is 0  
 if len(arr) == 0:  
 return 0  
 # Recursive case: sum = first element + sum of the rest  
 return arr[0] + recursive\_sum(arr[1:])  
print(recursive\_sum([3, 1, 4, 1])) # Example call

recursive\_sum([3,1,4,1])을 호출하면, 먼저 3에 recursive\_sum([1,4,1])의 결과를 더합니다. recursive\_sum([1,4,1])은 1에 recursive\_sum([4,1])의 결과를 더합니다. recursive\_sum([4,1])은 4에 recursive\_sum([1])의 결과를 더합니다. recursive\_sum([1])은 1에 recursive\_sum([])의 결과를 더합니다. recursive\_sum([])은 비어 있는 배열이므로 0을 반환합니다 (기본 사례). 그러면 호출 스택이 풀리면서 각 덧셈이 완료됩니다: 0 + 1 → 1, 1 + 4 → 5, 5 + 1 → 6, 6 + 3 → 9. 결과로 9가 반환됩니다. 각 호출은 다음 호출의 결과를 기다린다는 점에서 호출 스택의 작동 방식을 잘 보여줍니다. 재귀는 처음엔 직관적이지 않을 수 있지만, 이와 같이 호출을 추적해보거나 디버거/출력문을 사용하면 흐름을 이해하는 데 큰 도움이 됩니다.

## 분할 정복 (Divide and Conquer)

분할정복은 문제를 더 작고 독립적인 하위 문제들로 나누고, 이를 각각 해결한 뒤 그 결과를 결합하여 원래 문제를 푸는 알고리즘 설계 패러다임입니다【17†】. 간단히 말해: - **분할(Divide):** 문제를 같은 유형의 두 개 이상의 독립된 하위 문제로 분할합니다. - **정복(Conquer):** 각 하위 문제를 재귀적으로 풉니다(하위 문제가 충분히 작아 직접 풀 수 있는 경우가 되면 재귀를 멈춥니다). - **결합(Combine):** 하위 문제들의 결과를 합쳐 원래 문제의 최종 해답을 만듭니다.

이 접근 방식은 매우 강력합니다. 왜냐하면, 문제를 절반으로 줄여 푸는 방식은 복잡도를 크게 낮출 수 있기 때문입니다. 많은 효율적인 알고리즘이 분할정복을 재귀와 함께 사용하며, 마스터 정리(Master Theorem)와 같은 수학적 도구를 이용하여 재귀식의 실행 시간을 분석합니다.

분할정복 알고리즘의 유명한 예로는 병합 정렬, 퀵 정렬, 이진 탐색, 제곱을 이용한 거듭제곱, 스트라센(Strassen)의 행렬 곱셈 등이 있습니다【18†】. 여기서는 몇 가지 핵심 예제를 살펴보겠습니다: 병합 정렬, 빠른 거듭제곱, 행렬 거듭제곱.

### 병합 정렬 (Merge Sort)

병합 정렬은 분할정복을 이용한 대표적인 정렬 알고리즘입니다. 배열을 두 개의 절반으로 나누어 각각 정렬한 뒤, 정렬된 두 절반을 합쳐 최종 정렬된 배열을 얻습니다. 알고리즘은 다음과 같이 요약할 수 있습니다: 1. **분할(Divide):** 배열(또는 리스트)을 두 개의 거의 같은 크기로 나눕니다 (왼쪽 절반과 오른쪽 절반). 2. **정복(Conquer):** 왼쪽 절반을 재귀적으로 정렬하고, 오른쪽 절반도 재귀적으로 정렬합니다. 3. **결합(Combine):** 정렬된 두 절반을 하나의 정렬된 배열로 합칩니다.

재귀는 하위 배열의 크기가 0이나 1이 될 때 종료됩니다. 크기가 0이나 1인 배열은 그 자체로 이미 정렬된 상태이기 때문입니다(기저 사례). 실제 중요한 작업은 병합 단계에서 이루어집니다. 병합 단계는 두 개의 정렬된 리스트를 받아 하나의 정렬된 리스트로 효율적으로 합치는 작업입니다. 병합 정렬은 배열을 재귀적으로 분할한 다음 정렬된 하위 배열들을 병합합니다. 다음 그림은 정렬되지 않은 숫자 리스트가 단일 요소로 분할된 후, 다시 정렬된 상태로 병합되는 과정을 보여줍니다.

그림에서 알 수 있듯 원래 배열은 반복해서 분할되어 단일 요소 배열이 됩니다(단일 요소는 정의상 정렬된 상태입니다). 그런 다음 병합 과정이 시작됩니다. 인접한 단일 요소들이 쌍으로 병합되어 정렬된 쌍을 만들고, 그 쌍들이 병합되어 정렬된 네 요소 묶음을 만들며, 이 과정을 전체 배열이 정렬될 때까지 반복합니다. 이러한 이진 분할로 인해 $n$개의 요소를 정렬할 때 재귀 트리는 $\log\_2(n)$ 단계가 생기며, 각 단계에서는 모든 하위 배열 병합에 총 $O(n)$의 시간이 소요됩니다. 결과적으로 병합 정렬은 최악의 경우와 평균적으로 모두 $O(n \log n)$ 시간에 실행되며, 병합을 위해 $O(n)$ 크기의 추가 공간이 필요합니다【19†】. 병합 정렬은 매우 효율적인 정렬 알고리즘이며, 중요하게도 같은 값의 상대적 순서를 유지하는 안정 정렬이면서도 최악의 경우에도 $O(n \log n)$을 보장합니다. (반면 퀵 정렬은 평균적으로는 더 빠르지만 최악의 경우 $O(n^2)$을 가집니다.)

**시간 복잡도 분석:** 병합 정렬의 시간 복잡도를 $T(n)$이라 하면, $n$개의 요소를 정렬할 때 절반 크기의 두 하위 문제로 분할하고 결과를 병합하는데 $O(n)$의 작업을 수행합니다. 따라서 점화식은 다음과 같습니다:

마스터 정리나 점화식 전개에 따르면, $T(n)$은 $O(n \log n)$이 됩니다. 공간 복잡도는 병합 시 사용하는 임시 배열 때문에 $O(n)$입니다(더 복잡한 로직의 인-플레이스(in-place) 버전도 있습니다). 병합 정렬의 예측 가능한 $O(n \log n)$ 성능은 최악의 경우 성능 보장이 중요한 상황(예: 연결 리스트 정렬, 디스크 외부 정렬 등)에서 특히 유용합니다.

병합 정렬 구현 예제를 살펴보겠습니다. C++14, Java 17, Python 3.10으로 병합 정렬을 구현해 보겠습니다. 배열의 [l..r] 구간을 정렬하는 재귀 함수와, 두 개의 정렬된 하위 배열을 병합하는 헬퍼 함수를 작성합니다.

**C++14: 병합 정렬 (재귀 구현)**

void merge(vector<int>& arr, int l, int m, int r) {  
 // Merge arr[l..m] and arr[m+1..r] into a sorted array  
 int n1 = m - l + 1;  
 int n2 = r - m;  
 vector<int> left(n1), right(n2);  
 for (int i = 0; i < n1; ++i) left[i] = arr[l + i];  
 for (int j = 0; j < n2; ++j) right[j] = arr[m + 1 + j];  
 int i = 0, j = 0, k = l;  
 while (i < n1 && j < n2) {  
 if (left[i] <= right[j])  
 arr[k++] = left[i++];  
 else  
 arr[k++] = right[j++];  
 }  
 // Copy any remaining elements  
 while (i < n1) arr[k++] = left[i++];  
 while (j < n2) arr[k++] = right[j++];  
}  
  
void mergeSort(vector<int>& arr, int l, int r) {  
 if (l >= r) return; // base case: 0 or 1 element  
 int mid = l + (r - l) / 2;  
 mergeSort(arr, l, mid); // sort left half  
 mergeSort(arr, mid + 1, r); // sort right half  
 merge(arr, l, mid, r); // merge the two halves  
}

이 C++ 예제에서 mergeSort(arr, 0, n-1)를 호출하면 전체 배열이 정렬됩니다. [l, r] 구간을 두 부분으로 나누고, 각 부분을 재귀적으로 정렬한 후 merge 함수를 호출하여 두 부분을 합칩니다. merge 함수는 왼쪽 부분과 오른쪽 부분의 임시 배열을 만들어 $O(n)$ 시간에 이 둘을 병합합니다.

**Java 17: 병합 정렬 (재귀 구현)**

static void merge(int[] arr, int l, int m, int r) {  
 int n1 = m - l + 1;  
 int n2 = r - m;  
 int[] left = new int[n1];  
 int[] right = new int[n2];  
 for (int i = 0; i < n1; i++) left[i] = arr[l + i];  
 for (int j = 0; j < n2; j++) right[j] = arr[m + 1 + j];  
 int i = 0, j = 0, k = l;  
 while (i < n1 && j < n2) {  
 if (left[i] <= right[j]) {  
 arr[k++] = left[i++];  
 } else {  
 arr[k++] = right[j++];  
 }  
 }  
 while (i < n1) arr[k++] = left[i++];  
 while (j < n2) arr[k++] = right[j++];  
}  
  
static void mergeSort(int[] arr, int l, int r) {  
 if (l >= r) return; // base case  
 int m = l + (r - l) / 2;  
 mergeSort(arr, l, m); // sort left  
 mergeSort(arr, m + 1, r); // sort right  
 merge(arr, l, m, r); // merge results  
}

자바 버전도 유사합니다. mergeSort(arr, 0, n-1)를 호출하여 시작합니다. 마찬가지로 임시 배열에 복사한 뒤 병합합니다. (면접에서는 인덱스 계산으로 제자리 병합을 할 수도 있지만, 임시 배열을 사용하는 것이 구현상 더 쉽고 안전합니다.)

**Python 3.10: 병합 정렬 (재귀 구현)**

def merge\_sort(arr):  
 if len(arr) <= 1:  
 return arr # base case: already sorted  
 mid = len(arr) // 2  
 left = merge\_sort(arr[:mid])  
 right = merge\_sort(arr[mid:])  
 # merge left and right  
 merged = []  
 i = j = 0  
 while i < len(left) and j < len(right):  
 if left[i] <= right[j]:  
 merged.append(left[i]); i += 1  
 else:  
 merged.append(right[j]); j += 1  
 # append any remaining elements  
 merged.extend(left[i:]); merged.extend(right[j:])  
 return merged

파이썬에서는 명확성을 위해 새로운 리스트를 반환합니다. 배열을 절반으로 나누고 각각을 재귀적으로 정렬한 후 이 둘을 합칩니다. 파이썬의 리스트 슬라이싱과 extend 메서드를 이용하면 병합 단계가 간결해집니다. 전체 복잡도는 여전히 $O(n \log n)$입니다.

Walkthrough: - [38, 27, 43, 3, 9, 82, 10] 배열을 병합 정렬한다고 가정합시다. - 배열을 [38, 27, 43, 3]과 [9, 82, 10]으로 나눕니다. - [38, 27, 43, 3]을 재귀적으로 정렬하여 [38, 27]과 [43, 3]으로 분할합니다. - 단일 원소가 될 때까지 분할한 후, [38]과 [27]을 합쳐 [27, 38]을 만들고, [43]과 [3]을 합쳐 [3, 43]을 만듭니다. - 이어서 [27, 38]과 [3, 43]을 합쳐 [3, 27, 38, 43]을 만듭니다. - 한편 [9, 82, 10]은 [9, 82]와 [10]으로 분할됩니다. [9, 82]는 다시 [9]와 [82]로 분할되어 [9, 82]가 되고, 이것을 [10]과 병합하여 [9, 10, 82]를 만듭니다. - 마지막으로 [3, 27, 38, 43]과 [9, 10, 82]를 병합하여 [3, 9, 10, 27, 38, 43, 82]를 얻습니다.

병합 정렬은 각 병합 단계에서 두 하위 리스트가 이미 정렬되어 있음을 보장합니다. 따라서 두 리스트를 한 번씩만 순회하여 병합할 수 있어 선형 시간에 병합이 가능합니다. 이러한 정렬된 병합이 $O(n \log n)$ 복잡도의 이유입니다. 병합 정렬의 성능은 예측 가능하고 구현이 비교적 단순하기(특히 재귀적 구현이 간결함), 분할정복의 전형적인 예가 됩니다.

### 빠른 거듭제곱 (Exponentiation by Squaring)

분할정복의 고전적 응용 중 하나는 빠른 거듭제곱(fast exponentiation)입니다. 이 방법은 이진 거듭제곱(binary exponentiation) 또는 제곱을 통한 거듭제곱(exponentiation by squaring)으로도 알려져 있습니다. 목표는 $a^n$ (수 $a$의 $n$제곱)을 $a$를 $n$번 곱하는 단순한 방법보다 훨씬 빠르게 계산하는 것입니다. 핵심은 지수를 이진수로 표현하여 곱셈 횟수를 $O(\log n)$으로 줄이는 것입니다【20†】.

이 방법은 다음 수학적 성질을 사용합니다:  
- $a^{2k} = (a^k)^2$. (지수가 짝수인 경우, 절반에 해당하는 거듭제곱 결과를 제곱하면 됩니다.)  
- $a^{2k+1} = a \times (a^k)^2$. (지수가 홀수인 경우, 하나의 $a$를 떼어내고 나머지를 제곱합니다.)

이를 통해 거듭제곱을 재귀적으로 정의할 수 있습니다:  
- **기저 사례:** $a^0 = 1$ (0제곱은 1)  
- **n이 짝수인 경우:** $a^n = (a^{n/2})^2$. (지수를 절반으로 계산한 후 제곱합니다.)  
- **n이 홀수인 경우:** $a^n = a \times (a^{(n-1)/2})^2$. (지수가 홀수면 $a$를 하나 분리하고 나머지를 제곱합니다.)

이 재귀적 방법은 각 단계에서 지수를 대략 반으로 줄입니다. 결과적으로 곱셈 횟수를 $O(n)$에서 $O(\log n)$으로 줄일 수 있습니다. 예를 들어, $a^{13}$을 계산하려면 13을 이진수로 표현하면 1101(8 + 4 + 0 + 1)입니다. 따라서 $a^{13} = a^8 \times a^4 \times a^1$이 됩니다. 여기서 $a^8 = (a^4)^2$, $a^4 = (a^2)^2$와 같은 방식으로 계산합니다. 총 12번 곱하는 대신, 대략 $\lceil \log\_2 13 \rceil = 4$번의 제곱 연산과 홀수 지수에 대한 몇 번의 추가 곱셈으로 해결할 수 있습니다. $n$이 커질수록 이러한 절약은 매우 커집니다.

이제 세 가지 언어로 빠른 거듭제곱 함수를 구현해 봅시다.

**C++14: 이진 거듭제곱 (재귀 구현)**

long long fastPower(long long x, long long n) {  
 if (n == 0)  
 return 1; // base case  
 long long half = fastPower(x, n / 2);  
 if (n % 2 == 0) {  
 return half \* half;  
 } else {  
 return half \* half \* x;  
 }  
}

**Java 17: 이진 거듭제곱 (재귀 구현)**

static long fastPower(long x, long long n) {  
 if (n == 0)  
 return 1; // base case  
 long half = fastPower(x, n / 2);  
 if (n % 2 == 0) {  
 return half \* half;  
 } else {  
 return half \* half \* x;  
 }  
}

**Python 3.10: 이진 거듭제곱 (재귀 구현)**

def fast\_power(x, n):  
 if n == 0:  
 return 1 # base case  
 half = fast\_power(x, n // 2)  
 if n % 2 == 0:  
 return half \* half  
 else:  
 return half \* half \* x

이 함수들은 모두 분할정복 방식을 사용합니다. $x^{n/2}$를 계산하여 제곱하는 것이 “정복(conquer)” 단계이고, n이 홀수면 추가로 $x$를 곱합니다. 재귀 깊이는 n을 절반씩 줄이기 때문에 $O(\log n)$입니다. 따라서 곱셈 횟수도 대략 $\log\_2(n)$에 비례합니다. 예를 들어 $2^{32}$를 구하는 경우, 단순 계산법은 31번의 곱셈이 필요하지만, 이진 거듭제곱을 사용하면 이진수 100000(=32)이므로 단 6번의 곱셈만으로 해결할 수 있습니다. 일반적으로 이진 거듭제곱은 $O(\log n)$ 시간에 동작하며【21†】, 이는 $O(n)$보다 훨씬 우수합니다. 이 기법은 특히 크립토그래피에서 큰 지수를 다룰 때 모듈러 거듭제곱(large exponent mod M)이나 반복 제곱이 필요한 알고리즘(예: 이후에 다룰 행렬 거듭제곱) 등 많은 분야에서 매우 유용합니다.

예를 들어 $3^{13}$을 계산하는 방법은 다음과 같습니다: - **n=13 (홀수):** $3^{(13-1)/2} = 3^6$을 계산하고 제곱한 뒤 3을 곱합니다. - **3^6을 구하기 위해:**  
- **n=6 (짝수):** $3^3$을 계산하고 제곱합니다.  
- **3^3을 구하기 위해:**  
- **n=3 (홀수):** $3^{(3-1)/2} = 3^1$을 계산하고 제곱한 뒤 3을 곱합니다.  
- $3^1$은 기저 사례로 3입니다.  
- $3^1$을 제곱하면 9이고, 여기에 3을 곱하면 27이 되므로 $3^3 = 27$입니다.  
- 이제 $3^3$을 제곱합니다: $27^2 = 729$, 따라서 $3^6 = 729$입니다.  
- $3^6$을 제곱합니다: $729^2 = 531441$. 여기에 3을 곱합니다: $531441 \times 3 = 1{,}594{,}323$, 이는 $3^{13}$입니다.  
- 이 과정을 통해 12번의 곱셈 대신 몇 번의 곱셈만 수행했습니다.

대부분의 언어에는 pow(파이썬)나 Math.pow(자바) 같은 내장 거듭제곱 함수가 있으며, 내부적으로 이진 거듭제곱을 사용합니다. 하지만 스스로 구현하는 방법을 아는 것이 중요합니다. 인터뷰에서 거듭제곱 계산 최적화에 대해 논의하거나, 바이너리 탐색과 같이 분할(반으로 나누기) 전략이 필요한 알고리즘의 일부로 이진 거듭제곱을 설명할 수 있습니다.

### 행렬 거듭제곱 (Matrix Exponentiation)

거듭제곱을 위한 분할정복 기법은 수에만 국한되지 않습니다. 임의의 결합 법칙이 성립하는 연산에 적용할 수 있으며, 특히 행렬 곱셈에 유용합니다. 행렬 거듭제곱(Matrix Exponentiation)도 동일한 제곱 기법을 사용하여 행렬 $M$의 $n$제곱을 빠르게 계산합니다【22†】. 이는 선형 점화식(예: 피보나치 수열, 동적 계획법의 상태 전이 등)을 빠르게 계산할 때 특히 유용합니다. 개념은 간단합니다: 행렬의 $n$제곱을 구할 때, 행렬을 $n$번 곱하지 않고 $\log\_2(n)$번만 제곱하면 된다는 것입니다.

예를 들어 피보나치 수열은 행렬 거듭제곱으로 계산할 수 있습니다. 피보나치 점화식은 2×2 행렬로 표현할 수 있습니다: $\begin{pmatrix}1 & 1\ 1 & 0\end{pmatrix}$. 이 행렬을 $M$이라 할 때, $M^n$의 (0,0) 성분은 $F\_{n+1}$을, (0,1) 성분은 $F\_n$을 나타냅니다. 분할정복을 사용하면 $M^n$을 $n$번 곱하는 대신 $O(\log n)$번 곱셈으로 계산할 수 있습니다. 2×2 행렬 곱셈은 연산 수가 상수이므로, 피보나치 예시에서는 $O(\log n)$ 시간에 계산할 수 있습니다【22†】. 일반적인 $d\times d$ 행렬의 경우, 각 행렬 곱셈은 $O(d^3)$ 연산이 필요하므로 전체 복잡도는 $O(d^3 \log n)$이 됩니다. 이 또한 $n$이 큰 경우 $O(n)$과 비교하면 큰 이점을 가져다줍니다. 특히 알고리즘 대회에서는 모듈러 연산 하에서 점화식을 빠르게 풀거나, 동적 계획법의 전이 행렬을 $n$단계까지 거듭제곱하는 데 행렬 거듭제곱 기법이 자주 사용됩니다.

**복잡도:** 이진 제곱을 이용한 행렬 거듭제곱은 $O(\log n)$번의 행렬 곱셈이 필요합니다. 2×2 행렬 곱셈은 연산 수가 상수이므로, 피보나치 예시에서는 $O(\log n)$ 시간에 계산할 수 있습니다【22†】. 일반적인 $d\times d$ 행렬의 경우, 각 행렬 곱셈은 $O(d^3)$이므로 전체 복잡도는 $O(d^3 \log n)$이 됩니다. 이 또한 $n$이 큰 경우 $O(n)$과 비교하면 큰 이점을 가져다줍니다. 특히 알고리즘 대회에서는 모듈러 연산 하에서 점화식을 빠르게 풀거나, 동적 계획법의 전이 행렬을 n단계까지 거듭제곱하는 데 행렬 거듭제곱이 자주 사용됩니다.

## 백트래킹 (Backtracking)

백트래킹은 모든 가능성을 체계적으로 탐색하면서, 유효한 해답을 찾을 수 없는 경로는 즉시 되돌아가는(백트랙하는) 알고리즘 기법입니다. 해답을 한 단계씩 구성하며, 어느 단계에서든 현재 경로가 유효한 해답으로 이어질 수 없다고 판단되면 해당 경로를 포기(백트랙)합니다. 본질적으로 백트래킹은 선택들의 상태 공간 트리(state-space tree)에 대한 깊이 우선 탐색(DFS)이며, 불가능한 분기는 가지치기(pruning)하는 방식입니다. 이는 브루트 포스처럼 모든 가능성을 무작정 탐색하는 대신, 불가능한 분기들을 미리 제거합니다【23†】.

더 구체적으로 말하면, 백트래킹은 해답을 한 단계씩 구성해 나갑니다(예: 배열, 문자열, 설정을 하나씩 채워 넣음). 각 단계에서 현재까지의 부분 해답이 여전히 유효한지, 해결로 이어질 수 있을지 판단합니다. 유효하면 다음 단계를 추가하기 위해 재귀적으로 진행합니다. 유효하지 않으면(제약을 위반하는 경우) 마지막 단계에서 한 단계 되돌아가(백트랙) 다음 옵션을 시도합니다. 이러한 "시도 → 실패 시 백트랙 → 다음 시도" 과정을 해답을 찾거나 모든 옵션이 소진될 때까지 반복합니다【24†】.

“백트래킹은 미로를 탐색하는 것과 같다. 막다른 길에 다다르면 한 단계 되돌아가 다른 길을 선택한다.”는 설명이 있습니다. 이 방법은 조합적 탐색 문제에 자주 사용됩니다: 모든 순열과 조합 구하기, N-퀸, 스도쿠, 십자말 풀이, 미로 찾기, 그래프 색칠, 해밀토니안 경로 찾기 등입니다. 본질적으로 백트래킹은 최적화된 완전탐색입니다. 여전히 많은 경우의 수를 탐색할 수 있지만, 실패를 조기에 인지하여 가능성이 없는 많은 경로를 미리 제거합니다.

**백트래킹의 작동 원리:** 일반적인 백트래킹 알고리즘은 다음과 같이 설명할 수 있습니다: 1. **선택(Choose):** 가능한 옵션 중 하나를 선택합니다 (예: 다음 위치에 넣을 숫자 선택, 경로의 방향 선택 등). 2. **제약 검사(Constraint Check):** 선택한 옵션이 제약 조건을 위반하지 않는지 확인합니다. 만약 위배한다면 해당 경로를 가지치기하고 즉시 되돌아갑니다(더 이상 탐색하지 않음). 3. **재귀(Explore):** 선택이 유효하면 이를 적용하고 다음 단계(다음 위치/요소)를 위해 재귀 호출을 수행합니다. 4. **백트랙(Backtrack):** 재귀 탐색이 끝나면 (해답을 찾았거나 실패로 돌아왔다면) 선택을 취소(이전 상태 복원)하고, 다음 가능한 옵션을 시도합니다. 5. **반복:** 모든 옵션을 시도하거나 해답을 찾을 때까지 위 과정을 반복합니다.

이 방식은 선택들의 상태 공간 트리를 깊이 우선 탐색(DFS)하며【25†】, 부분 구성이 유효하지 않으면 즉시 가지치기하여 탐색을 중단합니다. 브루트 포스가 무조건 모든 경우를 탐색하는 데 비해, 백트래킹은 가능성이 없는 경로를 미리 건너뜀으로써 작업량을 크게 줄입니다.

아래 그림은 4-퀸 퍼즐의 백트래킹 탐색 트리입니다. 각 레벨은 퀸을 놓는 행을 나타냅니다. 퀸끼리 공격이 가능한 위치(빨간 X로 표시)는 폐기되고, 이전 행으로 돌아가(백트랙) 다른 열을 시도합니다. 유효한 해답(녹색 체크 표시된)이 하나 발견됩니다. 이 과정을 통해 $4^4 = 256$가지 가능한 배치 중 대부분을 충돌을 감지하여 초기 단계에서 제거하기 때문에 백트래킹의 강력함을 알 수 있습니다.

**응용 분야:** 백트래킹은 순열, 조합, 부분집합 생성 등 조합적 생성 문제, 스케줄링과 같은 제약 만족 문제(스도쿠, N-퀸, 십자말 풀이 등), 그리고 특정 조건을 만족하는 순서나 구성을 찾는 탐색 문제에 적합합니다. 많은 NP-완전 문제(예: SAT, 그래프 색칠, 해밀토니안 경로)에도 백트래킹 해법이 있습니다. 최악의 경우에는 여전히 지수 시간 복잡도를 가질 수 있지만, 대부분의 실제 상황에서는 백트래킹이 탐색 공간의 많은 부분을 제거하여, 단순 완전탐색으로는 해결하기 어려운 문제까지 해결할 수 있게 해줍니다. 백트래킹의 효율성은 제약 조건의 강도에 달려 있습니다. 제약이 강할수록 가지치기가 많이 일어나므로 탐색해야 할 공간이 크게 줄어듭니다.

**백트래킹 vs 완전탐색:** 완전탐색과 백트래킹의 차이를 살펴보면, 완전탐색은 무조건 모든 경우를 나열하지만, 백트래킹도 모든 경우를 탐색하지만 문제 특성에 맞는 논리를 이용하여 불필요한 경로를 건너뜁니다【23†】. 만약 부분 해답의 유효성을 검사할 수 없어 가지치기가 불가능하다면, 백트래킹도 사실상 완전탐색과 동일합니다. 그러나 퍼즐처럼 부분 할당만으로도 잘못된 경로를 알아낼 수 있는 경우에는 백트래킹을 통해 작업량을 크게 줄일 수 있습니다.

**예제 – 순열 생성:** 조합적 생성 문제의 전형적인 예로, 숫자 리스트의 모든 순열을 생성하는 백트래킹을 살펴보겠습니다. 순열은 한 번에 한 요소씩 구성하고, 이후 교환하여 다른 조합을 탐색해야 하므로 전형적인 백트래킹 문제입니다. C++, Java, Python으로 방법을 보여드리겠습니다.

**C++14: 리스트의 모든 순열을 생성하는 백트래킹**

#include <iostream>  
#include <vector>  
using namespace std;  
  
void backtrackPermute(vector<int>& arr, int l, int r) {  
 if (l == r) {  
 // We found a full permutation, print or store it  
 for(int x : arr) cout << x << " ";  
 cout << endl;  
 } else {  
 for (int i = l; i <= r; ++i) {  
 swap(arr[l], arr[i]); // choose: place arr[i] at index l  
 backtrackPermute(arr, l+1, r); // explore: permute remaining  
 swap(arr[l], arr[i]); // backtrack: undo swap  
 }  
 }  
}  
  
int main() {  
 vector<int> nums = {1, 2, 3};  
 backtrackPermute(nums, 0, nums.size() - 1);  
}

이 C++ 예제에서 backtrackPermute는 arr[l..r]의 모든 순열을 생성합니다. 함수는 먼저 위치 $l$에 올 수 있는 모든 요소를 차례로 선택하여($l$번째와 $i$번째를 swap) 재귀적으로 나머지를 순열을 수행합니다. 만약 l == r가 되면, 하나의 완전한 순열이 만들어진 것이므로 출력하거나 저장합니다. 핵심은 원소를 교환한 뒤, 이후 다시 되돌려 놓는(swap back) 부분입니다. 이것이 바로 백트래킹 단계로, 이후 다른 원소를 시도할 수 있게 현재 상태를 복원합니다. 이 알고리즘의 시간 복잡도는 $O(n \times n!)$인데, $n!$개의 순열을 생성하고 각 순열을 출력하거나 저장하는 데 길이 $n$를 요구하기 때문입니다. 하지만 이 방식은 순열 공간을 중복 없이 효율적으로 탐색합니다.

**Java 17: 백트래킹을 이용한 순열 생성**

public class PermuteExample {  
 static void backtrackPermute(int[] arr, int l, int r) {  
 if (l == r) {  
 // output the permutation  
 System.out.println(Arrays.toString(arr));  
 } else {  
 for (int i = l; i <= r; i++) {  
 swap(arr, l, i); // choose element i for position l  
 backtrackPermute(arr, l+1, r); // recurse for next positions  
 swap(arr, l, i); // backtrack (undo choice)  
 }  
 }  
 }  
 static void swap(int[] arr, int i, int j) {  
 int tmp = arr[i]; arr[i] = arr[j]; arr[j] = tmp;  
 }  
 public static void main(String[] args) {  
 int[] nums = {1, 2, 3};  
 backtrackPermute(nums, 0, nums.length - 1);  
 }  
}

이 자바 구현도 같은 방식으로 작동합니다. 현재 위치의 원소와 나머지 원소들을 교환한 뒤, 재귀 호출하고, 다시 교환하여 원래 상태로 복원합니다. 도우미 swap 함수를 사용하여 코드가 간단해졌습니다.

**Python 3.10: 백트래킹으로 순열 생성**

def backtrack\_permute(arr, l, r):  
 if l == r:  
 print(arr) # or collect a copy of arr as a result  
 else:  
 for i in range(l, r+1):  
 arr[l], arr[i] = arr[i], arr[l] # choose  
 backtrack\_permute(arr, l+1, r) # explore  
 arr[l], arr[i] = arr[i], arr[l] # backtrack (undo)  
  
nums = [1, 2, 3]  
backtrack\_permute(nums, 0, len(nums)-1)

파이썬의 튜플 할당을 이용하면 교환(swap)이 매우 간편해집니다. 이 예제에서도 같은 패턴이 나타납니다: 각 위치 $l$에 대해 가능한 선택을 고르고, 재귀적으로 탐색한 후, 선택을 원래대로 되돌립니다.

이 예제는 일반적인 백트래킹 패턴을 보여줍니다: **선택 → 탐색 → 선택 취소**. 모든 순열을 생성하는 것은 시간 복잡도 $O(n!)$로 매우 높지만, 백트래킹은 자연스러운 해결 방법입니다. $n$이 비교적 작을 때(예: $n=6,7$ 정도)에는 충분히 실행 가능합니다. 인터뷰 환경에서는 $n$이 작거나(순열이나 조합 문제에서 보통 $n\le 10\sim15$ 정도) 추가적인 제약으로 탐색이 많이 줄어드는 경우 백트래킹 해법이 허용되곤 합니다.

또 다른 예 – **N-퀸 문제(개략):** 제약 검사를 동반한 백트래킹을 보기 위해 N-퀸 문제를 생각해봅시다. 퀸을 행 단위로 놓습니다. 각 행마다 모든 열을 시도해보고, 새로 놓는 퀸이 기존 퀸들과 충돌하지 않는지 확인합니다 (같은 열이나 대각선에 두 퀸이 있으면 충돌). 충돌이 있으면 그 열을 건너뛰어(가지치기) 다음 열을 시도합니다. 충돌이 없으면 퀸을 배치하고 다음 행으로 이동합니다. 모든 행에 퀸을 성공적으로 배치하면 하나의 해답을 찾은 것입니다. 만약 어떤 행에서 놓을 수 있는 위치가 없다면, 이전 행으로 돌아가(백트랙) 퀸을 다음 가능한 열로 이동시킵니다. 이렇게 하면 이전 예제처럼 부분 구성(지금까지 배치된 퀸들)을 단계마다 검증하며 잘못된 경로를 배제합니다【27†】【28†】. 4-퀸 문제의 상태 공간 트리는 그 전형적인 그림으로, $4^4=256$가지 가능한 배치 중 대부분을 충돌을 감지하여 초기 단계에서 제거합니다.

**백트래킹 사용 시기:** 백트래킹은 조합적으로 가능한 모든 경우의 공간을 탐색해야 하고, 해답 후보를 단계적으로 구성하고 부분적으로 검증할 수 있을 때 사용합니다. 부분 해답이 잘못된 경우(제약을 위반하는 경우)를 조기에 감지할 수 있다면, 백트래킹은 시간을 크게 절약합니다. 퍼즐과 같은 문제나 제약 만족 문제(예: 스도쿠 풀기: 칸을 채우고 충돌이 생기면 백트랙), 그리고 조합적 객체(부분집합, 순열, 조합, 분할 문제 등)를 생성할 때 특히 유용합니다. 다만, 탐색 공간이 매우 넓고 제약이 약해 가지치기가 잘 일어나지 않으면 여전히 느릴 수 있습니다. 이럴 때는 선택 순서 정하기, 제약 해결에서 앞서보기(forward-checking) 같은 추가 휴리스틱이나 최적화를 사용해 백트래킹 성능을 향상시킵니다.

## 결론 및 요점

이번 주 주제인 완전탐색, 재귀, 분할정복, 백트래킹은 알고리즘 설계를 위한 기본 전략 도구들입니다: - 완전탐색은 정답의 기준을 제공하지만, 종종 효율성을 높이기 위한 최적화가 필요합니다. - 재귀는 문제를 하위 문제로 분할하여 분할정복과 백트래킹을 우아하게 구현할 수 있게 해줍니다. - 분할정복은 문제를 나누어 효율성을 크게 높입니다 (예: 정렬과 거듭제곱 계산을 $O(n^2)/O(n)$에서 $O(n \log n)/O(\log n)$으로 개선). - 백트래킹은 방대한 탐색 공간을 가지치기하여 효과적으로 탐색하며, 조합적 탐색 문제에서 필수적인 기법입니다.

각 방법론은 전형적인 활용 사례와 시간 및 구현 복잡도에 따른 장단점을 갖습니다. 알고리즘 문제 해결사로서, 주어진 문제에 어떤 패러다임이 적합한지 인식하고 효율적으로 구현할 수 있어야 합니다. 연습이 중요합니다: 재귀 풀이를 작성해보고 필요하면 반복문으로 바꿔 보고, 작은 퍼즐에 백트래킹을 적용해 보고, 분할정복 알고리즘의 점화식을 분석해 보세요. 이러한 기법들을 숙달하면 많은 코딩 인터뷰 문제와 알고리즘 시험에서 우수한 준비 상태를 갖추게 될 것입니다. 처음에는 완전탐색으로 시작하여 필요에 따라 재귀, 분할정복, 백트래킹을 적용해 문제를 해결해 나갈 수 있을 것입니다. 행복한 코딩 되세요! 다음 시간에 만나요!
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