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HW 2-3

1a. A state has to contain the depth/level number (how many recursions the player has gone down), the location of the player (A, B, C, -, +), and the path/actions taken in previous states.

1b. The space size for this search graph is infinite because of the recursive nature of this maze. For example, consider the top left corner. You could travel to an infinite depth inside “A” by continually traversing the leftmost node on the top row.

1c. The estimated branching factor for the search graph is 9. Locations A, B, and C have 11, 8, and 8 possible paths they could take, respectively. The average of 11, 8, and 8 is 9. Therefore, the best estimate for a branching factor is 9.

1d. BFS, UCS, and iterative deepening would all be appropriate, but I would use BFS. DFS is not appropriate as the recursive nature of the maze could easily lead the search to an infinite length path. Greedy is not appropriate because it is not optimal and we are searching for the shortest path. A\* is also not appropriate because very few, if any, heuristics are available for this problem. There are also few ways to assign utilities to different paths except for the recursive level at each location. UCS, for similar reasons, is not any more effective than BFS because there is really only one way to calculate utilities for paths. The costs would then all be initialized to 1, and that is the same as BFS. Iterative deepening depth first functions as a sort of DFS, which also means that it is not optimal. BFS is optimal for shortest paths in this case and is simpler to implement than UCS.

2a. Missionaries and Cannibals problem is a CSP because there are 3 main constraints; the boat needs at least one person to move back and forth, missionaries cannot be outnumbered on either bank, and the boat can hold at most 2 people at a time. The constraint satisfaction problem could be visualized as a schedule of boat trips back and forth between the banks that eventually moves everyone to the other side while fulfilling all constraints.

2bi. The set of variables can be described as , where Zxy is the position x, y on the board (10 x 10). The domains for each variable are {battleship, cruisers, destroyers, submarines, no ship}. A possible solution set of variables and domains follows.

Zxy for x = 1 and y = 1 through 4 is the battleship

Zxy for x = 3 and y = 1 through 3 and 5 through 7 are the 2 cruisers

Zxy for x = 5 and y = 1 through 2, 4 through 5, 7 through 8 are the 3 destroyers

Zxy for x = 7 and y = 1, 3, 5, 7 are the 4 submarines

2bii. If Zxy = any *one* ship, then Zx’y’ = no ship for (x’, y’) = (x-1, y-1), (x+1, y-1), (x+1, y+1), (x-1 y+1), (x+1, y), (x-1, y), (x, y-1), (x, y+1). This defines the constraint that two individual ships cannot be located in adjacent positions, even diagonally.

2biii. I would choose iterative improvement with min-conflicts because getting to a valid solution from a near-end state might be faster than starting from scratch. All the ships take up a sum of 20 positions out of 100. Even considering that ships must not be adjacent, it is easy to see that there are very many valid placements of all ships within the constraints. Using an efficient “improvement” function by moving a conflicting piece to a part of the board with the least spots occupied favoring the edges could often yield a solution quicker than a classic backtracking search. The benefits of using iterative improvement grow as the problem scales with respect to the board size.

3. A “dynamic ordering” technique used for alpha-beta pruning for chess games is called the killer heuristic (Huberman 1968). The killer heuristic orders moves by how often they have caused other moves to be pruned at the same depth. If some move at a certain depth has pruned two moves, a separate data structure keeps track of that move, and if that move appears at the same depth again, the move is placed first if no other moves pruned more than 2 moves at the same depth. This goes off the principle that one good move in chess is likely to still be a good move because of the position the particular piece establishes is likely important at the point in time (depth) (Wikipedia contributors 2018 Apr 24).
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