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1. 算法在计算中的作用

## 算法

## 作为一种技术的算法

Answer

Answer

## 思考题

#### 1-1运行时间的比较

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
|  | 1 sec | 1 min | 1 hour | 1 day | 1 month | 1 year | 1 century |
|  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |

1. 算法基础

## 插入排序

### 插入排序实例

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| 31 | 41 | 59 | 26 | 41 | 58 |
| 31 | 41 | 59 | 26 | 41 | 58 |
| 31 | 41 | 59 | 26 | 41 | 58 |
| 26 | 31 | 41 | 59 | 41 | 58 |
| 26 | 31 | 41 | 41 | 59 | 58 |
| 26 | 31 | 41 | 41 | 58 | 59 |

### 降序排列

Answer 将算法line5的改为即可实现降序排列。

### 线性查找

Linear-Lookup (A, v)

1. for i =1 to A.length
2. if A[i] == v
3. return i
4. return NIL

## 分析算法

Answer

### 选择排序

SELECT-SORT (A)

1. for i =1 to A.length-1
2. min = i
3. for j=i+1 to A.length
4. if A[j] < A[min] min = j
5. exchange A[i] with A[min]

循环不变式：每次line1处迭代开始时，是A中最小的i-1个元素的按序排列。

当时，是A中最小的n-1个元素的按序排列，此时一定是A中最大值。

运行时间在所有情况下都是。

### 线性查找次数

Answer 平均检查次数，最坏检查次数。

Answer 测试输入是否是一些特殊情况。如果是，输出预先计算好的结果。

## 设计算法

### 归并排序实例

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| 3 | 41 | 52 | 26 | 38 | 57 | 9 | 49 |
| 3 | 41 | 26 | 52 | 38 | 57 | 9 | 49 |
| 3 | 26 | 41 | 52 | 9 | 38 | 49 | 57 |
| 3 | 9 | 26 | 38 | 41 | 49 | 52 | 57 |

### 不使用哨兵的MERGE算法

MERGE(A, p, q, r)

1. n1 = q-p+r, n2 = r-q
2. let L[1..n1] and R[1..n2] be new arrays
3. for i=1 to n1
4. L[i] = A[p+i-1]
5. for j=1 to n2
6. R[j] = A[q+j]
7. i =1 , j = 1, k = p
8. while i <= n1 and j <= n2
9. if L[i] <= R[j]
10. A[k] = L[i]
11. i = i+ 1
12. else A[k] = R[j]
13. j= j + 1
14. k = k+ 1
15. if i == n1
16. while j <= n2
17. A[k] = R[j]
18. j = j + 1, k = k + 1
19. else
20. while i <= n1
21. A[k] = L[i]
22. i = i + 1, k = k + 1

Proof 时，。假设当时有，则当时，，归纳完成。故当是2的幂时。

Answer 插入已排序的数组在最坏情况下耗时，故递归式为

### 二分查找

Iterative-Binary-Search(A, low, high, key)

1. while low<=high
2. mid =
3. if A[mid] == key
4. return mid
5. else if A[mid] < key
6. high = mid - 1
7. else low = mid + 1
8. return NIL

运行时间在最坏情况下满足，故。

**Answer** 二分查找可以在时间找到的插入位置，但是依然需要进行元素移动，该步骤耗时，故运行时间不受影响。

### 2-SUM问题

2-SUM(S, x)

1. sort S
2. i =1, j = S.length
3. while i < j
4. if S[i] + S[j] == x
5. return True
6. else if S[i] + S[j] < x
7. i = i +1
8. else j = j – 1
9. return False

## 思考题

#### 2-1在归并排序中对小数组采用插入排序

1. 插入排序在长度为的子数组上最坏运行时间。个子数组最坏情况耗时。
2. 对m=n/k个子数组两两归并，得到个有序子数组进入下一轮两两归并直到只有一个数组。每一轮归并耗时，一共轮，故归并总耗时。
3. 为使，显然的阶不能超过。若，则。故的阶最大是。
4. 应当是使插入排序比归并排序快的最大输入规模。

#### 2-2冒泡排序

1. 还需证明是的一个排列
2. **循环不变式**：line2 for循环每次迭代开始时，是子数组的最小值且是line2开始前的子数组的一个排列。

**初始化**：j=n且仅有一个元素，循环不变式成立。

**保持**：考虑给定j的一次迭代，迭代开始前是子数组的最小值。接下来如果发现，则交换二者使得是子数组的最小值。若，那么自然是子数组的最小值。此过程唯一的变化就是与可能的交换并且是line2开始前的子数组的一个排列，故下一次迭代开始前是子数组的最小值且是line2开始前的子数组的一个排列。

**终止**：终止时。根据循环不变式，是子数组的最小值且是line2开始前的子数组的一个排列。

1. **循环不变式**：line1 for循环每次迭代开始时，是原始数组最小的i-1个元素的按序排列且是原始数组剩下的n-i+1个元素的一个排列。

**初始化**：，循环不变式显然成立。

**保持**：考虑给定的一次迭代。迭代开始前是原始数组最小的i-1个元素的按序排列。根据题b部分的结论，迭代后是子数组的最小值，故是原始数组最小的个元素的按序排列。同时迭代后是迭代开始前的子数组的一个排列，而迭代开始前的子数组是原始数组剩下的n-i+1个元素的一个排列。故迭代后的是原始数组剩下的个元素的一个排列。

**终止**：终止时。根据循环不变式，是原始数组最小的n-1个元素的按序排列且是原始数组剩下的1个元素的一个排列。故必是原始数组最大的元素。

1. line3~line4执行次数为。故冒泡排序运行时间恒为。

#### 2-3 Horner规则

1. 该算法计算需次乘法，累计需次乘法，然后所有的累和需次加法。故运行时间为。
2. **初始化**：，，循环不变式显然成立

**保持**：考虑给定的一次迭代。若迭代前，则在line3中，故循环不变式保持成立。

**终止**：，按照循环不变式，。

1. 根据题c部分，Horner规则正确性显然。

#### 2-4逆序对

1. (1, 5)，(2, 5)，(3, 4)，(3, 5)，(4, 5)
2. 按降序排列时具有最多的逆序对，逆序对数为。
3. 线性关系，插入排序代码中line6-line7的执行次数恰为逆序对数。这是因为，line6~line7是把所有排在A[j]之前且比A[j]大的元素右移一格，移动次数就是排在A[j]之前且比A[j]大的元素个数。当j从2遍历到A.length，总的移动次数就是总的逆序对数。
4. 算法思想：设算法COUNT-INVERSION(A, p, r)返回数组的逆序对数。的逆序对数是的逆序对数加上的逆序对数再加上中某个较大元素和中某个较小元素构成的逆序对数。前二者可由COUNT-INVERSION递归计算，最后一个可通过修改练习2.3-2的MERGE(A, p, q, r)实现。在MERGE(A, p, q, r)代码中，在line7与line8之间初始化逆序对计数。一旦line12执行，就意味着，此时的每个元素都大于，从而由贡献的逆序对数为，故在该条件分支中添加。修改后的归并算法记为MERGE-INVERSION (A, p, q, r)。

COUNT-INVERSION (A, p, r)

1. invert = 0
2. if p < r
3. q =
4. invert = invert + COUNT-INVERSION (A, p, q)
5. invert = invert + COUNT-INVERSION (A, p+1, r)
6. invert = invert + MERGE-INVERSION (A, p, q, r)
7. return invert
8. 函数的增长

## 渐近记号

Proof 当n充分大时，且，故且。故。

Proof 当时有，故成立

从而。

Answer 记运行时间为。表示，是集合中的某个函数。注意到函数也在集合中，故等价于。由于总是非负，这是平凡的结论。

Answer ，。

### 证明定理3.1

Proof 必要性显然。下面考虑充分性。表示，存在正常数和，只要，就有。表示，存在正常数和，只要，就有。现在令，则当时，，故。

Proof 必要性显然。下面考虑充分性。假设算法的运行时间，则。设某个，则存在正常数和，只要，就有。设某个，则存在正常数和，只要，就有。现在令，则当时，成立。故。

**Proof** 任取，下面证明。若，则对任意正常量，存在正整数，对任意，都有。于是对于给定的正常量，对于任意正整数（无论它多大），只需取，就存在，使得，即。故。

**Answer**

## 标准记号与常用函数

**Proof** 若则，。于是，，即和也是单调递增的。若，，则，即也是单调递增的。

**Proof**

**Proof** 根据Stirling公式，一方面，当n充分大时

另一方面，对任意满足，当时

故。

当n充分大时，对任意正常数，且。故且。

**Answer** 不是多项式有界，是多项式有界的。注意到多项式有界当且仅当。

Answer 。若（个2），，则，。

Proof 显然。

Proof 时结论成立。归纳假设：对，当时都有。则当时，

即当时结论也成立。

Proof

## 思考题

#### 3-1 多项式的渐近行为

以下记

1. 。当时

故

1. 。当时

故。

1. 由题a和题b立马得到。
2. 。对任意正常数，当时

故。

1. 。根据题b，当且时

故。

#### 3-2 相对渐近增长

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |

#### 3-3 根据渐近增长率排序

1. 按照阶由高到低排列为，，，，，，，，，(，，，和，，，，，，，，，，，和1
2. 构造一个在0到之间取值且函数值随n增大始终波动的函数。

#### 3-4 渐近记号的性质

1. 错误。
2. 错误。考虑，。
3. 正确。
4. 正确。
5. 错误。考虑。
6. 正确。
7. 错误。考虑。
8. 正确。

#### 3-5 与的一些变形

#### 3-6 多重函数

|  |  |  |
| --- | --- | --- |
|  |  |  |
|  | 0 |  |
|  | 1 |  |
|  | 1 |  |
|  | 2 |  |
|  | 2 |  |
|  | 1 |  |
|  | 2 |  |
|  | 2 |  |

1. 分治策略

## 最大子数组

Answer 所有元素都是负值时，返回数组最大值。

Answer 对所有的满足的序偶，求子数组的和。

Max-Subarray(A)

1. max\_sum = -
2. for i = 1 to A.length-1
3. cur\_sum = 0
4. for j = i to A.length
5. cur\_sum = cur\_sum + A[j]
6. if cur\_sum > max\_sum
7. max\_sum = cur\_sum
8. return max\_sum

Answer 假设修改前二者性能在问题规模时恰好相同。修改后当问题规模小于时，如果忽略因修改引入的条件判断和函数调用等常量时间开销，递归算法与暴力求解性能相同，考虑该开销时递归算法略差一点。大于时递归算法优于暴力求解。

Answer 修改FIND-CROSSING-SUBARRAY line15 和FIND-MAXIMUM-SUBARRAY line 2的return语句。对返回值作条件判断，若返回的和小于0，则返回(-1,-1,0)，其中(-1,-1)为空数组的下标。

### 线性时间求解最大子数组

Find-Max-Subarray(A)

1. cur\_sum = 0, max\_sum = -
2. cur\_beg = 1
3. for i = 1 to A.length
4. cur\_sum = cur\_sum + A[i]
5. if cur\_sum > max\_sum
6. max\_sum = cur\_sum
7. beg = cur\_beg
8. end = i
9. if cur\_sum <= 0
10. cur\_sum = 0
11. cur\_beg = i+1
12. return (beg, end, max\_sum)

## 矩阵乘法的Strassen

## 用带入法求解递归式

## 用递归树方法求解递归式

## 用主方法求解递归式

## 证明主定理

## 思考题

#### 芯片检测

**Algorithm** 芯片两两配对检测。若检测结果为情况1，则任选一个进入下一轮。其他情况全部丢弃。设情况1共出现k对，其他情况共出现m对。当n是奇数时会剩下一个芯片。若k是奇数，则丢弃该芯片。若k是偶数，则该芯片进入下一轮。

**Claim** 进入下一轮的芯片中好的芯片多于坏的芯片。

**Proof** 分n奇偶讨论。设n=2(k+m)，且情况1中有k1对芯片全好，k2对全坏, k=k1+k2。设坏的芯片数为s，则k+m>s>=m+2k2. 故k1>k2.

现在考虑n=2(k+m)+1。此时k+m>=s>=m+2k2，即k1>=k2。若k奇数，必有k1>k2，此时丢弃未配对的芯片。若k偶数，则应该让该芯片进入下一轮。这是因为，若该芯片是好芯片，则下一轮中好芯片数=k1+1>k2=坏芯片数。若芯片是坏芯片，则k+m>=s>=m+2k2+1，即k1>=k2+1. 注意到k1+k2是偶数，则必有k1>=k2+2. 于是下一轮中好芯片数=k1>k2+1=坏芯片数.

#### Monge阵列

1. 证明：一个数组是Monge阵列当且仅当对所有i=1, 2, ..., m-1和j=1, 2, ..., n-1，有

**Proof** 必要性显然.

充分性. 设. 对任意i，依次用j+1, j+2, …, i-1替换上式的j得到

上面不等式叠加即有

再用i+1, i+2, …, k-1 替换上式的i得到

不等式叠加即有

由此该数组是Monge阵列.

1. 下面数组不是Monge阵列. 改变一个元素使其变成Monge阵列.

**Answer** 改变A[2,3].

1. 令f(i)表示第i行的最左最小元素的列下标. 证明：对任意的Monge阵列，.

**Proof** 对任意, 设f(i)=j1, f(i+1)=j2. 若j1>j2, 则. 于是，与Monge阵列的定义矛盾. 故.

1. 下面是一个计算m\*n的Monge阵列A的每一行最左最小元素的分治算法的描述：提取A的偶数行构造其子矩阵A'。递归地确定A'每行的最左最小元素。然后计算A的奇数行的最左最小元素。

解释如何在O(m+n)时间内计算A的奇数行的最左最小元素（在偶数行的最左最小元素已知的情况下）。

**Answer** . 在已知的条件下计算需次比较，计算需次比较

1. 给出(d)中描述的算法的运行时间的递归式。证明其解为O(m+nlogm)。
2. 概率分析和随机算法

## 雇用问题

描述Random(a,b)过程的一种实现，它只调用现有实现Random（0，1）。作为a和b的函数，你的程序的期望运行时间是多少？

**Algorithm** 用Random(n)表示均匀随机输出0到n-1间的某数. 设.

Random(n)

1. call Random(0,1) k times to produce , is the result of the ith call
2. if , return r
3. else go back to 1

**Claim** 对任意，Random(n)以概率1/n返回r

**Proof** 若，显然成立. 否则，返回r的概率p满足，解得.

**Time Complexity** Random(0,1)的期望调用次数为

假设你希望以各1/2的概率输出0和1。你可以自由使用一个输出0或1的过程BIASED-RANDOM。它以概率p输出1，以概率1-p输出0，其中0<p<1，但是你并不知道p的值。给出一个利用BIASED-RANDOM作为子程序的算法，返回一个无偏向的结果。你的算法的期望运行时间是多少？

**Algorithm** Random()

1. a=BIASED-RANDOM(), b=BIASED-RANDOM()
2. if a>b return 0, a<b return 1
3. if a=b, go back to 1

**Claim** Random()以概率1/2返回0，以概率1/2返回1

**Proof** 返回1的概率p(1)满足，解得

**Time Complexity** BIASED-RANDOM的期望调用次数为

## 指示器随机变量

Answer 正好雇佣一次的概率1/n，正好雇佣n次的概率1/n!

Answer 考虑恰好雇佣两次的排列。设最大值出现的位置是k+1，则要求最大值前面的k个元素中的最大值排在首位，其余k-1个任意排列，最大值后面的n-k-1个元素也是任意排列，故此时排列方案数为。正好雇佣两次的概率为

Answer 定义指示器随机变量，则。拿到自己帽子的顾客数，则

### Inversion

Answer 对任意定义指示器随机变量，则。逆序对数目，则

## 随机算法

### PERMUTE-WITHOUT-INDENTITY

Answer 尽管不会产生恒等排列，但是有些其他排列也不能产生。以n=3为例，除恒等排列共有5种排列，但该算法只能产生2种排列

### PERMUTE-WITH-ALL

Answer 不会产生均匀随机排列。算法第一次循环产生n个可能排列，对于这每个排列，算法在第二次循环又会产生n个排列，以此类推，n次循环后共产生个排列，但只有n!种不同的排列。如果要求产生均匀随机排列，则个排列中每个不同排列出现次数要相同，从而是n!的倍数，这是显然不成立的。故不能产生均匀随机排列。

### PERMUTE-BY-CYCLE

Answer A[i]在B中的位置。因为offset在[1, n]上均匀分布，故对任意i，dest也是在[1, n]上均匀分布。故A[i]出现在B中任何特定位置的概率是1/n。

该算法只能产生n种不同的排列，显然不是均匀随机排列。

证明：在过程PERMUTE-BY-SORTING的数组P中，所有元素都唯一的概率至少是1-1/n。

Answer

### RANDOM-SAMPLE

**Proof** RANDOM-SAMPLE(m, n)会递归调用RANDOM-SAMPLE(m-1, n-1)，后者又会调用RANDOM-SAMPLE(m-2, n-2), 直到RANDOM-SAMPLE(1, n-m+1)调用RANDOM-SAMPLE(0, n-m)，而后者直接返回空集，递归结束。我们归纳证明，对所有的，RANDOM-SAMPLE(t, n-m+t)返回集合{1，2，…, n-m+t}的均匀随机t组合。

当t=1时，算法第3行的，第4行i=RANDOM(1, n-m+1)。if分支中算法执行第7行，故算法返回的S是集合{1，2，…, n-m+1}均匀随机1组合。

假设情况是t时结论成立，当情况t+1时，根据归纳假设，第3行的S是集合{1，2，…, n-m+t}的均匀随机t组合。为简便起见，令k=n-m+t，并把第8行的返回值记为。考虑{1，2，…, k, k+1}的任意t+1组合T。若，则

若，则

无论哪种情况都有，从而证明了是{1，2，…, n-m+t+1}的均匀随机t+1组合。由此结论在t+1时成立。

## 概率分析和指示器随机变量的进一步使用

Answer 记n=365。假设包括自己有k+1个人，则没有人生日与自己生日相同的概率是。令，则=252.7。设屋里共有k个人，至多两人生日在7月4号的概率满足

Answer 对k=2, 3, …, b+1，投掷次数为k的概率为。

故投掷次数的期望是

Answer 考虑空箱子的数目X。定义指示器随机变量，则且。故。类似地，考虑正好有一个球的箱子数目Y，定义指示器随机变量，则且。故。

## 思考题

#### 5-2 查找无序数组

1. RANDOM-SEARCH (A, x)
2. let checked[1..n] be a new array with each element initialized as false
3. unchecked=n
4. while(unchecked>0)
5. j=RANDOM (1, n)
6. if A[j]==x
7. return j
8. if checked[j]==false
9. checked[j]=true
10. unchecked=unchecked-1
11. 期望查找次数n
12. 期望查找次数n/k
13. 礼券收集者问题，期望次数是
14. 平均运行时间，最坏运行时间n
15. 查找次数为i的概率是，i=1,2,…,n-k+1

平均运行时间是

最坏运行时间n-k+1

1. 平均运行时间n, 最坏运行时间n
2. k=0 平均运行时间n, 最坏运行时间n

k>=1 平均运行时间(n+1)/(k+1), 最坏运行时间n-k+1

1. 使用DETERMINISTIC-SEARCH
2. 堆排序

## 堆

Answer

Answer

Answer 按子树高度归纳证明

Answer 最大堆的最小元素在叶结点上

Answer 已排序好的数组是最小堆

Answer 不是，6是7父节点但6<7

## 维护堆的性质

Answer 当A[i]比其孩子的值都大时，MAX-HEAPIFY(A, i)无操作

Answer 当i>A.heapsize/2时，MAX-HEAPIFY(A, i)无操作

Answer 当MAX-HEAPIFYF在根结点是0其余结点都是1的堆上从根结点开始运行时，会恰好被调用h次，h是堆的高度。

## 建堆

Answer MXA-HEAPIFY(A, i)运行的前提条件是结点i的左右子树都已是最大堆

Proof 设堆的高度为H，则高度为h的结点数最多为。由于，故

## 堆排序算法

Proof 考虑按降序排列的数组，BUILD-MAX-HEAP过后数组保持不变。

## 优先队列

### 最小优先队列

Answer 关键字设置成使得算法2行执行后A[1..A.heap-size]仍是最大堆，且key>A[A.heap-size]成立。由此HEAP-INCREASE-KEY(A, A.heap-size, key)正确操作。

### HEAP-INCREASE-KEY的正确性

初始化：在增大A[i]之前，对任意非根结点j，最大堆性质成立。A[i]增大至key后，最大堆性质受影响的结点仅可能是i的子节点和i。但对i的子结点而言，其父节点增大，最大堆继续成立。唯一有可能违背的情况发生在：i非根节点且。

保持：若循环前检测到i非根节点且，则算法第5行交换二者的值，交换后i获得其父节点的值，根据循环不变式，i必大于等于其孩子结点，此时PARENT(i)也大于等于其左右孩子结点。PARENT(i)增大，算法第6行令i= PARENT(i)后，i可能大于其父节点，而其余结点满足最大堆性质。

终止：算法终止时或者i=1或者，故所有结点都满足最大堆性质。

Answer line3删除，line4~line6修改为

4 while i>1 and A[PARENT(i)]<key

5 A[i] =A[PARENT(i)

6 i=PARENT (i)

7 A[i]=key

HEAP-DELETE (A, i)

1. while i>1 and A[A.heap-size]>A[PARENT(i)]
2. A[i]=A[PARENT(i)]
3. i=PARENT(i)
4. A[i]=A[A.heap-size]
5. A.heap-size = A.heap-size - 1
6. MAX-HEAPIFY(A, i)

## 思考题

#### 6-1用插入的方法建堆

1. 不一定相同。比如当数组是[1,2,3]时，BUILD-MAX-HEAP返回[3,2,1]，BUILD-MAX-HEAP’返回[3,1,2]
2. 算法循环n-1次，每次运行时间O(logn)，故时间上界是O(nlogn)。当输入数组严格增时，对每个i, MAX-HEAP-INSERT(A, A[i])恰好进行次比较。

#### 6-2 d叉堆

#### 6-3 Young氏矩阵

1. 矩阵其余7个元素填充为。
2. 是矩阵Y的最小元，是矩阵Y的最大元。若，则所有元素都是。若，则所有元素都是有限值。
3. Maintain-Young(Y, i, j)
4. while i<Y.m and j<Y.n
5. if Y[i, j]>Y[i+1, j] and Y[i+1, j]<= Y[i, j+1]
6. exchange Y[i, j] with Y[i+1, j]
7. i = i +1
8. else if Y[i, j]>Y[i, j+1] and Y[i+1, j]>= Y[i, j+1]
9. exchange Y[i, j] with Y[i, j+1]
10. j = j+1
11. else return
12. if i==Y.m
13. while j<Y.n and Y[i, j]<Y[i, j+1]
14. exchange Y[i, j] with Y[i, j+1]
15. j= j + 1
16. else
17. while i<Y.m and Y[i, j]<Y[i+1, j]
18. exchange Y[i, j] with Y[i+1, j]
19. i = i + 1

EXRTACT-MIN(Y)

1. min = Y[1, 1]
2. Y[1, 1] = Y[Y.m, Y.n]
3. Y[Y.m, Y.n] =
4. Maintain-Young(Y, 1, 1)
5. return min
6. INSERT(Y, key)
7. i = m, j = n
8. while i>1 and j>1
9. if key <Y[i, j-1] and Y[i, j-1]>=Y[i-1, j]
10. Y[i, j] = Y[i, j-1]
11. j = j-1
12. else if key<Y[i-1, j] and Y[i, j-1]<=Y[i-1, j]
13. Y[i, j] == Y[i-1, j]
14. i = i -1
15. else
16. Y[i, j] = key
17. return
18. if i ==1
19. while j>1 and key<Y[i, j-1]
20. Y[i, j] = Y[i, j-1]
21. j = j-1
22. else
23. while i>1 and key<Y[i-1, j]
24. Y[i, j] = Y[i-1, j]
25. i = i-1
26. Y[i, j] =key
27. Sort(Y)
28. for i=1 to n
29. for j=1 to n
30. INSERT(Y[1:i, 1:j], Y[i, j])
31. let A[1..] be a new array
32. for i=1 to
33. A[i] = EXRTACT-MIN(Y)
34. SEARCH(Y, key)
35. i =1, j= n
36. while i<=m and j>=1
37. if Y[i, j] == key
38. return True
39. else if Y[i, j]<key
40. i = i + 1
41. else j = j – 1
42. return False
43. 快速排序

## 快速排序的描述

|  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 13 | 19 | 9 | 5 | 12 | 8 | 7 | 4 | 21 | 2 | 6 | 11 |
| 9 | 19 | 13 | 5 | 12 | 8 | 7 | 4 | 21 | 2 | 6 | 11 |
| 9 | 5 | 13 | 19 | 12 | 8 | 7 | 4 | 21 | 2 | 6 | 11 |
| 9 | 5 | 8 | 19 | 12 | 13 | 7 | 4 | 21 | 2 | 6 | 11 |
| 9 | 5 | 8 | 7 | 12 | 13 | 19 | 4 | 21 | 2 | 6 | 11 |
| 9 | 5 | 8 | 7 | 4 | 13 | 19 | 12 | 21 | 2 | 6 | 11 |
| 9 | 5 | 8 | 7 | 4 | 2 | 19 | 12 | 21 | 13 | 6 | 11 |
| 9 | 5 | 8 | 7 | 4 | 2 | 6 | 12 | 21 | 13 | 19 | 11 |
| 9 | 5 | 8 | 7 | 4 | 2 | 6 | 11 | 21 | 13 | 19 | 12 |

**Answer** 当A[p..r]所有元素都相同时，PARTITION返回r。

### PARTITION运行时间

**Proof** line1, line2, lin7各耗时。line3~line6的循环，line4执行n次，line5和line6至多执行n次。故总的执行时间为。

### 降序排序

**Answer** line4改成 if A[j]>=x。

## 快速排序的性能

Proof 若，则

且。取充分小的和充分大的即可使。

Answer 当数组所有元素都相同时，快速排序复杂度为

Proof 设快速排序在按降序排列的数组A[1..n]上运行时间T(n)。第一次调用PARTITION会返回1，同时A[1]与A[n]交换，其余元素不变。接下来算法对子数组A[2,n]进行排序，此时PARTITION返回n，且没有元素交换。于是算法接着对按降序排列的数组A[2,n-1]排序。故。故。

**Answer** 在递归树的第k层，恰好存在k+1种规模的结点：，。由于，规模最大的结点是，规模最小的结点是。规模最小的结点最先达到1，令，得到递归树的最小深度。规模最大的结点最后达到1，令，得到递归树的最大深度。

**Proof** 设PARTITION把大小为n的数组分为q和n-q的两部分，q服从[1, n]上的均匀分布。当时，令，则。故当时，划分比更平衡。此概率为。

## 快速排序的随机化版本

**Answer** We may be interested in the worst-case performance, but in that case, the randomization is irrelevant: it will not improve the worst case. What randomization can do is make the chance of encountering a worst-case scenario small.

**Answer** 最坏情况是n-1次，最好情况是次。

## 快速排序分析

Proof 假设，则。对给定的，只需取满足就有。故。

**Proof** 设是最好情况下快速排序在规模为n的数组上运行时间，则有递归式：

猜测对任意都有，当时显然成立。当带入上式有

对给定的，只须取充分小的c满足对任意都有即可有。由此证明了。

**Proof** 考虑函数。。故在单调递减，在上单调递增。最大值为。

**Proof** 首先说明PARTITION至少会被调用次，否则被选为主元的元素数目k至多为。设这k个主元排序为，考虑排在之前，与之间，之后这k+1个位置的元素数目。必在某个位置存在两个或两个以上的元素。这是因为，若在所有位置至多存在1个元素，则元素数目之和最大为，矛盾。设在某个位置存在两个及以上元素，这些元素中没有主元，故而它们之间没有排序，也就是算法并未正确排序。故PARTITION至少会被调用次。因此，类似于引理7.1，我们可以得到快速排序运行时间为。其中X满足

当时有。故快速排序的期望运行时间。

**Answer** 不妨设。设PARTITION把大小为n的数组分为q和n-q的两部分，。对于给定的q, 这种划分的概率是。当时，划分比更平衡。记，则当时，。获得比更平衡划分的概率为

原来的划分对应的概率约为。注意到，故三数取中划分得到平衡划分的概率更大。

## 思考题

#### 7-1 Hoare划分

1. 操作过程如下

|  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 13 | 19 | 9 | 5 | 12 | 8 | 7 | 4 | 11 | 2 | 6 | 21 |
| 13 | 19 | 9 | 5 | 12 | 8 | 7 | 4 | 11 | 2 | 6 | 21 |
| 6 | 19 | 9 | 5 | 12 | 8 | 7 | 4 | 11 | 2 | 13 | 21 |
| 6 | 2 | 9 | 5 | 12 | 8 | 7 | 4 | 11 | 19 | 13 | 21 |

1. line4~line13的循环首次迭代时，line8~line10执行后，。line5~line7执行后，j要么等于，要么等于某个，。如果，循环结束，此过程中和显然都没有越界。如果，则断言当循环结束时有且，从而和都没有越界。首次迭代会交换与的值，交换后，。由于每次迭代至少加1，至少减1，故此后的迭代过程中必有且。假设循环中可以增加到大于或者j可以减小到小于，那么必有某次迭代，line8~line10执行后，或者某次迭代，line5~line7执行后。无论哪种情况，在line11执行时一定有，这会导致循环结束。故决不可能增加到大于且j决不可能减小到小于。
2. 上面已经证明循环结束时。下面说明。初始时若，则首次迭代后就有，此后每次迭代至少减1。若，则首次迭代后且。于是，line12执行，而后进入第二次迭代，至少减1，故循环结束后。
3. **循环不变式**：每次迭代在line10执行后都有对数组下标，若，则，若，则。

**初始化**：首次迭代后显然成立。

**保持**：在某次迭代line10执行后，。若循环不变式成立且，则line12交换与，交换后，。下次迭代时line10执行后增加到，减小到，则对任意有，任意有。故对数组下标，若，则，若，则，即循环不变式继续成立。

**终止**：终止时且。按照循环不变式，若，则，若，则。由此中的每个元素都小于等于中每个元素。

1. QUICKSORT(A, p, r)
2. if p < r
3. j=HOARE-PARTITION(A, p, r)
4. QUICKSORT(A, p, j)
5. QUICKSORT(A, j+1, r)

#### 7-2 针对相同元素值的快速排序

1. 算法动态维护下标。：小于主元的分区。：等于主元的分区。：大于主元的分区。：尚未划分的部分。

PARTITION’(A, p, r)

1. x = A[r]
2. i = j = p
3. for k = p to r
4. key = A[k]
5. if key < x
6. A[k] = A[j]
7. A[j] = A[i]
8. A[i] = key
9. i = i +1，j = j +1
10. else if key == x
11. A[k] = A[j]
12. A[j] = key
13. j = j + 1
14. return (i, j-1)
15. QUICKSORT’(A, p, r)
16. if p < r
17. (q, t) = RANDMIZED-PARTITION’(A, p, r)
18. QUICKSORT’(A, p, q-1)
19. QUICKSORT’(A, t+1, r)
20. 假设原始数组互不相同的元素有个，从小到大依次为，并设的数目为，这个值为的元素记为。设，同样定义为所有值在与之间的元素集合。于是与进行比较当且仅当中被选为主元的第一个元素是或，此概率为。设，与进行比较当且仅当中被选为主元的第一个元素是或，此概率为。故比较次数的期望为

#### 7-3 另一种快速排序的分析方法

1. 定义随机变量R为主元的顺序统计量，则。于是
2. Proof

最后一步是因为可移入。

1. Proof 一方面，

另一方面

1. 假设存在正常数c使对任意有，那么

只须取就有。

假设存在正常数c使对任意有，那么

只要充分小就有对就有任意使得，从而。

由此证明了

#### 7-4 快速排序的栈深度

1. TAIL-RECURSIVE-QUICKSORT(A, p, r)与QUICKSORT(A, p, r)对数组A的操作完全相同。QUICKSORT(A, p, r)对A[p..r]先做PARTITION并返回q, 然后以参数(A, p, q-1)和参数(A, q+1, r)调用自身。TAIL-RECURSIVE-QUICKSORT(A, p, r)也是对A[p..r]先做PARTITION并返回q, 然后以参数(A, p, q-1)调用自身。接着设置p=q+1然后再次循环，这就相当于以参数(A, q+1, r)调用自身。
2. 考虑已按序排列的数组，每次PARTITION(A, p, r)都返回r。于是递归调用序列就是

TAIL-RECURSIVE-QUICKSORT (A, 1, n)

TAIL-RECURSIVE-QUICKSORT (A, 1, n-1)

…

TAIL-RECURSIVE-QUICKSORT (A, 1, 1)

直到调用至TAIL-RECURSIVE-QUICKSORT (A, 1, 1)才开始返回。此时栈深度。

1. 把数组划分成两个子数组后，应当先对短的子数组进行递归调用，该子数组长度小于划分前的一半，如此至多经过次递归调用必然调用至TAIL-RECURSIVE-QUICKSORT (A, p, p)，然后返回至上一层调用点。此过程最大栈深度为。注意栈深度可以是，因为在最坏情况下，每次划分都等分数组，则最大栈深度恰为。

TAIL-RECURSIVE-QUICKSORT (A, p, r)

1. while p < r
2. q = PARTITION(A, p, r)
3. if q – p < r – q
4. TAIL-RECURSIVE-QUICKSORT (A, p, q)
5. p = q + 1
6. else
7. TAIL-RECURSIVE-QUICKSORT (A, q+1, r)
8. r = q – 1

期望运行时间显然不变，因为修改前后的算法对数组A的操作完全相同，只是在一些子数组间的操作顺序上有差异。

#### 7-5 三数取中划分

1. 与练习7.4-6相同的分析
2. 。直接划分的概率是。

极限情况下中位数被选中的概率增加了50%。

1. 直接划分得到好划分的概率是1/3。三数取中划分相应的概率是

三数取中划分得到好的划分的概率增加了

1. 三数取中法在最好情况下每次都把数组等分，这意味着其复杂度存在下限，从而其期望运行时间为。三数取中比直接划分得到平衡划分的概率更大，而直接划分的期望运行时间，这意味着三数取中法期望运行时间为。由此说明三数取中法期望运行时间为，与直接划分的快速排序相同，只是其蕴含的常数项因子更小。

#### 7-6 对区间的模糊排序

1. 使用思考题7-2的划分，即是将数组划分为小于主元，等于主元和大于主元的三部分。设主元是区间，任给区间，定义区间的偏序关系：当且仅当。于是
2. 若，则进入小于主元的部分
3. 若，则进入大于主元的部分
4. 若且（即区间有重叠），则进入等于主元的部分

注意，区间的关系是具有传递性的，但是重叠关系是没有传递性的。比如令，则与有重叠，与有重叠，但。也就是说，上述划分等于主元的区间是不能任意排列的。什么情况下可以任意排列呢？那就是当且仅当所有区间都重叠时。如何保证等于主元的区间都重叠呢？上述划分的第3种情况应改为

假设当前主元区间是。若且（即区间有重叠），则进入等于主元的部分且将作为新的主元。

注意动态的缩小主元区间对小于主元的区间和大于主元的区间相对于初始主元区间的排列正确性没有影响。即假设当前主元区间，与主元进行比较的区间。若是个正确的排列，则也是个正确的排列。

如此，所有等于主元的区间之交一定非空，从而其任意排列都是符合要求的排列，这时算法只须递归处理小于主元和大于主元的区间。

1. 该算法与思考题7-2的排序完全类似，故期望运行时间为。随着重叠区间的增多，需递归排序的子区间组长度会减小，运行时间会变短。特别地，当所有区间都重叠时，划分得到的两个子区间组长度都是0，算法就此结束，运行时间为。
2. 线性时间排序

## 排序算法的下界

Answer 最小深度是n-1。考虑插入排序，当初始数组已按序排列时，决策过程为1:2，2:3，…，n-1:n，相应的叶结点为<1, 2, …, n>，该结点的深度恰为n-1。

Answer 一方面，

另一方面，存在正常数c，，只要，就有

故

Proof 假设某比较排序算法能对n!种长度为n的输入的种实现线性时间排序，考虑其决策树中由这个叶结点及其所有祖先结点构成的子树，则该子树的高度为。但是一棵有个叶结点的二叉树，无论什么形态，其高度必然满足。于是

所有情况下都有，这与子树高度矛盾，故不可能实现线性时间排序。

Proof 待排序序列共有种可能的排列。故任何能对该序列正确排序的决策树至少含有个叶结点。该决策树高度满足

即，从而所需比较次数的下界是。

## 计数排序

Answer

|  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 |
|  | 6 | 0 | 2 | 0 | 1 | 3 | 4 | 6 | 1 | 3 | 2 |

初始化数组C:

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
|  | 0 | 1 | 2 | 3 | 4 | 5 | 6 |
|  | 2 | 2 | 2 | 2 | 1 | 0 | 2 |

数组C累和：

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
|  | 0 | 1 | 2 | 3 | 4 | 5 | 6 |
|  | 2 | 4 | 6 | 8 | 9 | 9 | 11 |

排序：

|  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 |
|  | 0 | 0 | 1 | 1 | 2 | 2 | 3 | 3 | 4 | 6 | 6 |

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
|  | 0 | 1 | 2 | 3 | 4 | 5 | 6 |
|  | 0 | 2 | 4 | 6 | 8 | 9 | 9 |

Proof 设数组A中有k个值为某给定值v的元素，其下标为。设line8执行后，则稳定排序要求的位置为，。而line10将j从A.length递减至1恰好满足这一点。当时，算法先是，而后。当时就有，而后。依次类推，最后。

Proof j按照任意次序遍历1到A.length都能正确排序，但当数组存在相等元素时，只有当j以递减次序遍历时才是稳定的。如果j按递增次序遍历，则相等元素排序后的次序与它们初始次序正好相反。

Answer 考虑line7-8执行后的数组C。落在区间的元素个数为，其中。

## 基数排序

Answer
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Answer 插入排序和归并排序是稳定的。为使任何排序算法都稳定，可将键值连同下标一块排序。当键值相同时比较下标。额外的空间开销：下标范围1~n，每个下标可用位存储，累计需要存储空间。渐近运行时间不变，因为只是每次比较增加了常量时间。

Proof 按照数的位数d归纳证明。d=1时显然成立。假设基数排序在d-1位数上正确运行。当基数排序在d位数上运行时，依次按照第1位、第2位直到第d-1位使用底层算法排序，这就相当于按照每个数的低d-1位进行基数排序。然后按照最高位使用底层排序算法排序。考虑两个元素和，其最高位记为和。

若，则底层排序算法将排在前面。这是正确的，因为。

若，则底层排序算法将排在前面。这是正确的，因为。

若，按照归纳假设，和已按低d-1位排好次序，这就是它们的正确相对次序。同时底层排序算法是稳定的，不会改变和的相对次序，故排序正确。

如果底层排序算法不是稳定的，那么当时可能会改变和的相对次序，而原先和已处在正确的相对次序上。

Answer 将每个整数写n进制形式，该形式下每个整数恰有3位，每一位的取值范围0到n-1。使用基数排序，调用3轮，每轮耗时，整个算法耗时。

Answer

## 桶排序

|  |  |
| --- | --- |
| 0 |  |
| 1 | 0.13 0.16 |
| 2 | 0.20 |
| 3 | 0.39 |
| 4 | 0.42 |
| 5 | 0.53 |
| 6 | 0.64 |
| 7 | 0.71 0.79 |
| 8 | 0.89 |
| 9 |  |

Answer 极端情况下所有元素都进入同一个桶，此时插入排序耗时。对每个桶里的元素使用复杂度的排序算法可以保证平均情况为线性时间代价且最坏情况下代价为。

Answer

Answer 把单位圆划分为n个等面积的同心圆环，由内到外这些圆环的外圆半径为。第i个圆环的外圆面积，，故。定义n个桶，存放落在第i个圆环的点，即到原点的距离d在内的点。注意到

即将点置于桶中。如此在均匀分布的假设下，每个点以相等的概率落在各个桶中。故期望运行时间为。

Answer这是桶排序的一般形式，同样需要设计n个桶，使得随机变量等概率的落入各个桶。设且，。定义n个桶，存放落在区间内的点。这时随机变量落在桶的概率为。给定随机变量的一个取值，假设可以在时间内确定所属的区间，不妨设为，则将置于桶中，由此实现了桶排序。

## 思考题

#### 8-1 比较排序的概率下界

1. 一方面，没有两个不同的排列可以到达同一叶结点，故可达叶结点数至少为。另一方面，A是确定性算法，故某给定排列只会到达某固定叶结点，故可达叶结点数至多为。故可达叶结点数恰有个可达叶结点，与个排列一一对应，每个叶结点到达的概率为，其余叶结点是不可达的。
2. 考虑每个叶结点对等式两边的贡献。每个叶结点只对D(LT)和D(RT)之一有贡献，且其贡献比对D(T)的贡献小1。所有叶结点对D(LT)和D(RT)的贡献之和则比D(T)小。
3. 一方面，任取某个有个叶结点的决策树，其左右子树的叶结点数各为和，。假设其左右子树都是给定叶结点数下外部路径长度最小的决策树，则。按照的定义，对任意，有即，从而。

另一方面，假设决策树T的外部路径长度达到了最小值，其左右子树的叶结点数各为和，则必然有。如果或，即全部k个叶结点在单个子树上，比如RT上，则有，矛盾。于是，从而。

所以。

1. 考虑函数，则。故在上递减，在上递增，在处有最小值。

下面归纳证明，对任意，存在正常数c，使得。

*，*，命题成立。

当时，假设对任意对任意成立，则

故只要取就有。归纳完成。

故。

1. 的可达叶结点数为且不妨假设只有可达叶结点。。平均每个叶结点的路径长度即排序的平均运行时间为

即排序的平均运行时间。

1. 我们可以对随机排序算法的决策树做修改得到一个确定算法的排序树。修改方法是，在每个随机化结点，选择其若干个子树中平均比较次数最少的子树，其余子树删除。

能正确排序，因为随机算法中沿着随机结点的任意子节点都能正确排序。

的平均比较次数不超过，因为我们总是舍弃了平均比较次数较高的子树。具体的说，每次修改随机化结点时总是保持整个树的平均比较次数不增。修改前后，总是相同的输入排列到达该处结点，但是修改后处理这些排序的平均比较次数不增，而同时树的其余部分保持不变。

注意到的平均运行时间为，故任意随机算法的平均算法也是。