**INTRODUCCION**

El uso de tecnicas de Datamining nos permite encontrar relaciones entre conjuntos grandes de datos. Dentro de las distintas tecnicas de mineria de datos se encuentra el arbol de decision, que sera utilizado en el presente trabajo para descubrir estas relaciones y poder, a partir de ellas, clasificar entidades.

Un arbol de decision es un clasificador que utiliza el algoritmo recursivo “Divide y Venceras” para catalogar una entidad dentro de una población a partir de una muestra previamente clasificada. Debido a esta ultima restrición, se encuentra dentro de las tecnicas de Datamining de “aprendizaje supervisado”, ya que sin la muestra previamente clasificada no es posible utilizar la tecnica.

En el presente trabajo se pretende encontrar una solución programática para categorizar un conjunto de datos de entrada al sistema. Primero se realiza el planteo del problema y del algoritmo a utilizar capaz de resolverlo. Luego se desarrollan los puntos principales de su implementación y una breve descripción del código escrito.

**PROBLEMA**

El problema planteado es poder obtener un modelo a partir de una muestra que permita categorizar una situación, objeto, o sujeto que tenga un conjunto de atributos variables en común con ella lo mas eficazmente posible. Esta muestra pertenecen a una población, de la cual se tiene una muestra de un conjunto menor de la población.

El problema planteado es poder categorizar una situación, objeto, o sujeto que tienen un conjunto de atributos variables en común, las cuales pertenecen a una población, de la cual se tiene una muestra de un conjunto menor de la población.
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