1. Static System Identifications
   1. Linear Static Systems
      1. Linear Regression

* Definition: linear regression
* (5.1) linear regression model
* is an observed output, regressor, an unknown parameter
* Why regression? The opposite of regression is (advancement, development, evolution..)
* Ex. 5.2: Moving object

Model: the distance

Observations of the distance

* + 1. Least Squares Estimation
* Def: the prediction error(or residuals)
* Problem statement:

find the least square error estimator of

* *In stochastic control minimum variance error estimator*:

So in order to get the best MV we need to have the conditional PDF. In the least square estimator, we do not need the conditional estimator.

* Solution

Let (5.3) in the matrix form as

Hence

The gradient of is zero iff , such that

We call as LSE as

In the case of the outliers: the weighted LSE, the weight =

* Ex.5.3

Ex. 5.3 / 5.4 : Moving object

Model: the distance

Observations of the distance

1)The mean of the samples of prediction error(residual)

The samples of the prediction error

The mean of the samples of the prediction error is unbiased.

2)The sample variance of the prediction error

%% Kim’s comment : *Statistic: see the sample random variable*.

In statistics,

1. The sample mean is an estimator of the mean:

Since

* , which implies the mean of the samples are equivalent to the real value.

1. The mean of the samples of the variance is an estimator of the variance

where

1. So, The sample mean of the R.V. as N is large may be called as the mean of the R.V.

And the sample variance of the R.V. may be called as the variance of the R.V.

The variance is the same as the mean square error.

%%%%%%%%%%%

* The outlier: See the textbook p.65 (the weighted least square estimator:

-the cost function

-the solution:

* + 1. Interpretation of LSE

1. Orthogonal property between error and estimator

* Ex. 5.5 Orthogonal projection

<https://www.math.uh.edu/~jiwenhe/math2331/lectures/sec6_3.pdf>

![Image result for orthogonal projection"](data:image/png;base64,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)

=the orthogonal projection vector of on vector

* Inner product : In Euclidean space

Then the inner product of is

* Orthogonal basis : , then is orthogonal to

Let pick up an orthogonal basis as

Then

* The orthogonality between the prediction error and the estimator

The inner product of

They are orthogonal, hence,

* Definition:

-Projection matrix:

-Orthogonal projection matrix:

-Ex. Let then and hence P is an orthogonal projection matrix. Since

Which implies the estimator is the projection of on the space of

y

* Cross-correlation of least square estimator

Implies

* + 1. Bias of LSE
* Definition: a biased or unbiased estimator

Let an estimator of . The bias is defined as

The unbiased estimator if , otherwise the biased estimator.

* Ex.5.6: This estimator is not the LSE but an unbiased estimator)

Define an estimator is

Then

Hence

Hence

- If then the estimator is unbiased.

- Or if is large, the estimator converges to be unbiased

- Or if is large, the estimator converges to be unbiased

* **Ex.5.7(Check)** The estimator is not unbiased
* The LSE is unbiased in the system

**Hence the LSE is unbiased** if

1. is independent and
2. , where

Or if is deterministic, i.e.,

Hence, which implies the estimator is always unbiased.

* + 1. Accuracy (Variance) of LSE
* The covariance of

If is a white noise with constant variance , then .

(5.31) is

Since is unknown, the variance of the prediction error

The prediction error sequence

Thus in the variance of the estimator in (5.32) will be replaced by

%%%%% Kim’s comment on the comparison between

Keesman page 77, (5.34) will be deleted.. We may consider later , however

1. Least Square estimator
2. The
3. So

%% Kim’s comment : do not confuse followings:

1. The notation :

* : the estimator . : the mean
* ,

1. If the regressor in is deterministic, The LSE is the MS estimator.

But not vice versa, since is a Random variable,

1. The minimum MSE is .

Hence we should know about

If

It is sufficient to know only the initial pdf of due to Markov property

1. The adaptive algorithm

If the system matrix is time varying, so indexed as

That means if the system is operate in a different environment from the previous,

i.e., the disturbance is happened so that the , we may have to change the algorithm to estimate the state.

%%%%%%%

* + 1. (skip)Identifiability
    2. ~ 5.3 (skip)