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摘要

医学图像分割是医学图像分析的一个重要研究方向。它在病理分析、临床诊断、动态手术计划、计算机辅助医学等方面具有广泛的研究意义和应用价值。胰腺是位于腹部内部的一种软组织器官，缺乏有形器官的固定形态，且与周围重要的结构和组织密切相关。胰腺的自动分割与识别研究对医生的诊断和手术方案的确定具有重要的参考价值。通过图像处理、深度学习等领域的方法，实现对CT、MRI等医学影像中胰腺的识别及自动分割，对胰腺疾病的诊断、预防和治疗具有重要意义。
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第1章 绪论

1.1 课题研究目的和意义

近年来，随着经济繁荣发展，人们的生活水平不断提高，生活节奏越来越快。在高强度、高压力的工作条件下，人们的健康问题越来越明显。越来越多的人睡眠不规律，饮食不健康，癌症的发病率越来越高。根据最新一期的全国癌症统计数据[[1]](#引文1)分析显示，我国平均每分钟有7.5个人被诊断患有癌症。在全球范围内，2018 年全球癌症统计报告[[2]](#引文2)分析显示大多数国家依然面临着癌症患者的绝对增长，其中亚洲占据了全球 48.40%的新发癌症病例及 57.30%癌症死亡病例，我国则占据了亚洲癌症发病与死亡的大部分，癌症发病在数量上接近整个美洲的发病数居，癌症导致的死亡人数超过欧洲癌症死亡人数总和。可见，癌症已经成为人们健康生活最大的杀手，如何有效地治疗癌症是人类共同面临的一大挑战。

胰腺是仅次于肝脏的第二大消化腺，位于胃后部，横向贴附于腹后壁1-2腰椎体平面。它由外分腺和内分泌腺两个部分组成，质地柔软，体积很小，呈灰红色，缺乏有形器官的固定形态，是人体重要的消化器官之一。胰腺的健康与人体健康密切相关。不规律的饮食习惯容易诱发各种疾病，其中胰腺癌最为严重。胰腺癌发生于腹部胰腺，是最常见的恶性肿瘤，死亡率最高。胰腺癌的五年存活率是所有癌症中最低的，仅为9%[[3]](#引文3)。胰腺癌的发病率几乎等于死亡率。换句话说，只要病人被诊断为胰腺癌，就意味着死亡。早期胰腺癌可以通过临床手术治愈，但是由于胰腺体积小、无固定形状及胰腺癌发病隐匿，给胰腺癌的早期诊断带来困难，通常被发现时已经处于胰腺癌晚期阶段，病人已经错过手术治愈的最佳时期，即使进行了手术和化疗，病情仍会继续恶化。因此，早期诊断和治疗是改善胰腺癌预后的关键。CT图像是临床检测中应用最广泛的图像。准确的胰腺切分对早期胰腺癌的诊断具有重要意义。然而，目前的胰腺分割方法步骤复杂，精度较低。因此，研究高效、准确的胰腺分割方法具有重要意义。

近年来，由于深度神经网络的快速发展，我们见证了医学图像分析和计算机辅助诊断的迅速进展。人工智能技术已成功地应用于医学图像分析，缩短医生诊治疾病的时间，提高诊断的准确性，计算机辅助系统的重要性与日俱增。研究 CT 图像中的胰腺切分算法，旨在更好的协助医生的诊断治疗工作。然而，深度学习高度依赖于数据，分割结果往往需要大量数据训练才能获得良好的性能。与自然图像相比，医学图像获取困难，样本量较小，不同设备获取的医学图像也存在很大差异，医学数据的质量因人体的差异而不同。此外，医学图像分析与患者的生命健康密切相关，对算法的性能也提出了更高的要求。

1.2 国内外研究现状及发展趋势

在计算机辅助诊断(CAD)系统中，胰腺图像分割对糖尿病患者的定量成像分析或胰腺癌检测非常有效，计算机辅助诊断作为辅助医师的工具得到了广泛的研究。自动分割是CAD系统的一个重要前提。然而，由于靶器官体积小、解剖变异性高，同时周围器官组织复杂，甚至会与其他器官交织在一起，导致了胰腺分割困难和准确率不高的问题。这些特点使得研究人员很难使用单一的算法实现胰腺的高精度自动分割。因此，为了分割胰腺，研究人员通常需要在胰腺分割前进行各种预处理。在这一过程中，经常会结合多种分割、分类方法。目前的胰腺分割方法大致分为两类：传统的胰腺分割方法和基于卷积神经网络的胰腺分割方法。

1.2.1 传统胰腺分割方法

在本文中，传统的胰腺分割主要是指使用超像素算法，区域增长算法，图切算法和基于统计模型的算法来实现胰腺分割。其中，图算法和统计形状模型算法被研究人员广泛使用。文献[[4,5]](#引文4)提出了一种基于交互式的胰腺分割方法。首先，利用训练集建立胰腺模型概率图谱(probabilistic atlas, PA)，在测试过程中，医生给出种子点，然后使用graph cut对胰腺概率图谱的加权图像迭代分割，最后得到分割结果。Oda等人[[6]](#引文6)先利用回归森林得到包含胰腺的粗略边界框，提取出VOI，基于能反映胰腺周围血管位置和方向信息的新的图像相似度，生成患者特异性概率图谱，然后通过EM算法进行粗略分割，再使用graph cut细化上一步分割结果，最终达到分割胰腺的目的。Farag等人[[7]](#引文7)先利用SLIC(simple linear iterative clustering)算法将图像分割成多个超像素区域，然后对这些密集的图像块进行标记，得到胰腺概率模型，然后利用随机森林结合灰度和概率特征的对图像进行分类，最后对联通区域进行分析，以得到最终的分割图像。Karasawa等人[[8]](#引文8)利用地图集算法先提取胰腺VOI，再提取血管，之后在经过图谱配准的图像上根据血管位置定位、分割胰腺。在上述文献中，图谱或者统计模型算法都起着重要的作用，也有一些算法没有使用统计模型。Jain等人[[9]](#引文9)先通过Fast Marching Method(FMM)算法获取胰腺的大致边界，然后使用Distance Regularized Level Set Method (DRLSM)算法实现胰腺的半自动分割。Dmitriev等人[[10]](#引文10)先由用户提供ROI区域并对初始种子点分割，然后采用区域生长法进行粗略分割，最后使用随机游走算法细化分割结果，实现囊性胰腺的分割。

1.2.2 基于卷积神经网络的胰腺分割

在过去的几年里，深度学习的迅速发展给医学图像分析带来了一场革命，最成功的方法是基于卷积神经网络，这是一种学习复杂数据分布的层次模型，基于卷积神经网络的胰腺分割方法得到了广泛的应用。与以往的方法相比，该方法能够实现自动分割，且分割精度有了很大提高。

卷积神经网络分为二维分割网络和三维分割网络。二维分割网络包括：全卷积神经网络 (Fully Convolutional Networks, FCN)网络[[11]](#引文11)、2D Unet 网络[[12]](#引文12) 等；三维分割网络包括:3D Unet 网络[[13]](#引文13)、Vnet 网络[[14]](#引文14)等。在端到端的语义分割(FCN[[15]](#引文15)、U-Net[[16]](#引文16))出现之前，主要通过分类模型提取特征，然后进行后续处理，然后再进行端到端的胰腺分割。Farag 等人[[17]](#引文17)利用超像素算法将图像分成不同的超像素区域，然后提取直方图、位置和纹理特征作为随机森林分类标记，大面积超像素区域采用 DNN 分类标记得到概率分布图，然后采用级联随机森林分类实现胰腺分割。Roth 等人[[18]](#引文18)通过SLIC(simple linear iterative clustering)将整个图像分割成多个超像素区域，利用两个级联的随机森林分类器形成概率响应图，然后只保留概率大于0.5的超像素区域，最后用 CNN 对这些超像素区域进行分类，实现胰腺分割。Roth 等人[[19]](#引文19)将整个图像分割成多个超像素区域，通过SLIC形成候选区域，然后P-ConvNet 和最近邻融合处理候选区域并形成稠密标签，再通过R-ConvNet将上下文区域实现分割。曹正文等人[[35]](#引文35)利用超像素算法对图像进行初始分割，依据初始分割结果对图像进行映射降维，得到腹部视觉概要图像，再将概要图像与超像素位置信息输入到U-Net，以获得最终的分割结果。Oda等人[[20]](#引文20)使用 3D-FCN进行特征提取，然后利用回归森林对提取的特征进行定位，生成胰腺概率图，再利用graph cut 实现胰腺分割。在文献[[21,22,23]](#引文21)中，首先使用 FCN 对图像进行初始分割，然后用初始分割得到的概率图对图像进行加权处理，最后用FCN对加权后的图像进行分割，得到最终分割结果。Roth 等人[[24]](#引文24)利用Holistically-Nested Networks(HNN)，通过空间聚合将内部和边界线索结合起来，得到胰腺的端到端分割结果。Gibson [[25]](#引文25)使用具有密集跳跃连接的空洞卷积网络来处理胰腺图像，并在最终分割单元中添加空间先验映射图来实现胰腺分割。Zhu 等人[[26]](#引文26)利用3D U-Net进行粗分割，得到包含胰腺的 3D 矩形盒，然后利用定位后的胰腺矩形盒中的图像再次进行 3D U-Net 精细分割。Heinrich 等人[[27]](#引文27)在 CT 图像中选择提取 VOI，然后利用基于 二进制的稀疏变化的BRIEF net实现胰腺分割。Roth 等人[[28]](#引文28)首先用3D-FCN获得所有腹腔器官区域作为候选区域，然后再次用3D-FCN从候选区域内分割胰腺。Cai 等人[[29]](#引文29)在常规卷积神经网络的基础上，加入长短期记忆 (LSTM)网络，结合 CT 序列的上下文信息，利用jaccard loss作为分割的loss，得到胰腺分割模型。Fu 等人[[30]](#引文30)在每个 CNN 块都生成分割概率图，然后融合概率图得到最大的联通区域，最后从原始图像中分割出胰腺。Roth 等人[[31]](#引文31)使用超像素和随机森林定位，然后使用HNNnet图像和边界进行分割，得到冠状面、矢状面、横断面三个方向的分割结果，最后聚集各方向分割结果获得最终的胰腺分割结果。Roth 等人[[32]](#引文32)先使用随即森林回归算法提取胰腺 VOI，然后用3D U-Net对胰腺进行分割。Roth 等人[[33]](#引文33)还采用了从粗到细(coarse-to-fine)的分割方法，采用两个3D U-Net分别进行初始分割和精细分割，获得最后的分割结果。Chen 等人[[34]](#引文34)设计了一种新的网络结构DRINet，使用常规卷积和空洞卷积对每个输入同时提取特征并融合，同时对上采样层的输入采用反卷积层和空洞反卷积层，然后进行特征融合，从而用这种网络结构实现胰腺分割。

存在问题：腺体小，在CT图像中面积占比小，形状可变。同时，周围的器官非常复杂，甚至与其他器官缠绕在一起，这让胰腺分割成为一个巨大的挑战。当前，基于传统分割算法的胰腺分割算法，虽然与以往基于人工规则的系统相比，显示出很大的优势，但对于处理复杂问题，却显示出特征学习能力不足、维数灾难、易陷入局部最优等缺点，通常需要对数据预处理以实现分割。卷积神经网络具有良好的特征学习能力，能够学习更抽象、更高维的特征。许多研究结果表明，深度学习的胰腺图像分割准确率已经超越了传统方法[[17]](#引文17)，但分割的准确性仍然不高。在胰腺只占整个CT区域很小的一部分(例如小于5%)的情况下，深度神经网络会被背景区域所分散，背景区域占了网络输入体积的很大一部分。因此，准确，高效的胰腺分割算法仍是研究的趋势。

1.3 研究内容和主要工作

本课题的主要任务是实现胰腺自动分割系统。本课题的主要研究内容是：研究分析现有的胰腺分割方法，研究并实现医学图像中的胰腺分割算法。

本课题研究主要工作如下：

1. 本研究通过查阅国内外关于医学图像分割的相关文献，研究和分析现有的胰腺分割方法和技术，了解当前医学图像中胰腺器官分割领域的主要分割方法，以及不同分割算法在胰腺分割中的医学图像表现，最终确定采用由coarse-to-fine的分割方法进行腹部CT图像中的胰腺分割为主要研究方向。
2. 完成腹部CT图像处理，实现数据预处理。数据预处理主要是对CT图像进行阈值截断、纬度信息切分等操作。
3. 研究卷积神经网络相关知识，选择预先训练的模型，建立卷积神经网络，实现系统核心算法，完成对卷积神经网络所需的平台和环境的了解、搭建工作。
4. 通过查阅该领域的研究成果和研究进展，结合之前的工作内容，对网络的性能进行评估，与已有的胰腺分割算法进行分析比较。
5. 实现胰腺自动分割系统的设计与实现，集成网络的训练模型，方便用户的可视化使用。

1.4 论文组织结构

本文由四个章节构成。第一章，即本章节主要介绍了目前医学图像中胰腺分割的研究背景和意义，随后介绍了胰腺分割目前的研究现状及存在的不足，最后简述了本文的主要研究内容和课题任务。

第二章介绍了相关工作。

第三章介绍了算法。

第四章

第2章 胰腺分割算法实验平台搭建及数据集处理

本章主要对研究实验中的前置准备工作进行介绍，包括研究所采用的深度学习框架、系统环境依赖以及数据集的预处理等相关知识。首先，对实现相关算法所需的开发平台、技术和所采用的深度学习框架进行介绍；最后搭建实验研究所需的深度学习环境和框架；

2.1 相关的开发平台、技术介绍

2.1.1 开发平台Anaconda与Jupyter Notebook

Anaconda是一个基于Python的发行版本，主要是针对Python和R语言开发的一个科学集成的开发平台，旨在帮助数据科学等相关研究者方便、快捷地管理开发环境及系统依赖。目前，Annaconda应用领域遍及人工智能、科学计算、Web开发、系统运维、大数据及云计算、金融、游戏开发等，其包含了conda、Python、numpy等180多个科学包及其依赖项，通过对库的引用，实现对不同领域业务的开发。可以便捷获取依赖包且对依赖包进行管理，同时对环境实现统一管理。通过Anaconda附带的conda包管理工具，开发人员可以在计算机中便捷地创建、保存、加载和切换环境，处理不同项目下对软件库甚至是Python版本的不同需求。

Jupyter Notebook是一个开源的基于网页形式的交互计算应用程序，允许用户创建和共享包含代码、方程式、可视化和文本的文档。其应用领域包括：数据清理和转换、数值模拟、统计建模、数据可视化、机器学习等。Jupyter Notebook支持超过40种编程语言，且通过Python、R、Scala编程语言使用Apache、Spark等大数据框架工具，实现大数据应用整合，支持使用pandas、scikit-learn、ggplot2、TensorFlow来对同一份数据进行探索。用户可以在文档中随时编写代码和运行代码，代码可以生成丰富的交互式输出，包括HTML、图像、视频、Latex等。使用Jupyter Notebook创建的文档，支持使用电子邮件、Dropbox、Github和Jupyter Notebook Viewer与他人实现共享和协同开发。

使用Jupyter Notebook的便捷之处在于：支持Anaconda的多环境选择，编程人员对于代码的运行环境可以自由选择，解决了编程开发的依赖冲突问题；具有良好的扩展性，支持语法高亮、自动缩进、代码补全等功能，编程人员可通过网页形式的编程开发，实现服务端编程及运维操作；对编程过程中的文档编写具有良好的支持，支持MarkDown、Latex、HTML等多种形式的文档编写，通过笔记共享，对协同开发提供有力保障。

Anaconda和Jupyter Notebook已成为数据分析的标准环境。使用Anaconda进行包管理和环境管理，而Jupyter Notebook可以将数据分析的代码、图像和文档全部组合到一个文档中，以Web形式展开。

2.1.2 深度学习框架Pytorch

Pytorch是一个基于Torch的Python开源机器学习库，用于自然语言处理等应用程序。它是一个拥有大量机器学习算法支持的科学技术框架，是一个与numpy类似的张量(Tensor)操作库，其特点是十分灵活。Pytorch提供了具有强大的GPU加速的张量计算以及包含自动求导系统的深度神经网络。

在以往的Tensorflow、Caffe等其他深度学习框架中，采用的都是命令式的编程语言，仅支持静态图。首先必须构建一个神经网络，然后一次又一次使用同样的结构，如果想要改变网络的结构，就必须从头开始。而Pytorch通过反向自动求导技术，实现零延迟地改变任意神经网络，在Pytorch的每一次前向传播（每一次运行代码）都会创建一副新的计算图。且在目前的深度学习框架中，Pytorch提供的实现是最快的，能够为研究人员提供最高的学习速度和最佳的灵活性。相对于其他的深度学习的框架，它能够让开发人员在尽量短的时间内得到实验结果，从而判断研究思路是否具有意义。由于Pytorch的设计思路是线性的、直观且易于使用的，Pytorch对于代码的执行是顺序的，这给开发人员在代码调试方面带来了极大的简便，不会因为错误的指向或者异步和不透明的引擎浪费太多的时间。

2.2 开发环境搭建

2.2.1 算法实现环境介绍

1. 软件环境：
2. 操作系统：Ubuntu 18.04.4 LTS
3. 开发平台：Anaconda 4.8.2、Jupyter Notebook、Vim 8.0.1453
4. 开发语言：Python 3.7.6
5. 运算平台：CUDA 10.1
6. 深度学习加速库：CuDNN 7.6
7. 深度学习网络框架：Pytorch 1.4.0
8. 硬件环境：
9. CPU：Intel(R) Xeon(R) CPU E5-2670 v3 @ 2.30GHz
10. GPU：GM204GL Quadro M5000
11. 内存：64G

2.2.2 算法实现环境搭建

1. Anaconda平台

Anaconda是一个开源的Python发行版本，包含了conda、Python等180多个科学包及其依赖。根据本实验的需要，使用Anaconda附带的conda创建Python版本为3.7的虚拟环境，并安装实验所需的numpy、pillow等依赖包。以下为实验过程中Anaconda常用命令表(表2-1)：

表 2-1 Anaconda常用命令表

|  |  |
| --- | --- |
| **命令** | **操作** |
| **conda/pip install <package>** | 安装依赖包 |
| **conda/pip uninstall <package>** | 卸载依赖包 |
| **conda create -n <env> python=x.x** | 创建Python版本为x.xde虚拟环境 |
| **conda activate <env>** | 激活虚拟环境 |
| **conda deactive <env>** | 退出当前虚拟环境 |

1. Pytorch1.4.0安装

Pytorch目前提供了conda、pip、source三种安装方式，同时也可以根据有无GPU进行CUDA安装。由于conda的镜像源在国外，本实验使用conda安装Pytorch使用了清华TUNA镜像源。由于Pytorch、CUDA和CuDNN之间的版本依赖问题，需要注意可能引起的版本冲突、不兼容等问题。

1. 根据Pytorch官方安装文档，确定实验使用的主机硬件配置和计算机操作系统版本达到要求；
2. 确认conda创建的Python版本为3.7的虚拟环境正常可用；
3. 安装CUDA：CUDA Toolkit是NVIDIA公司针对GPU运算的基础工具包，是显卡计算的核心驱动工具。根据官方文档选择合适的版本进行安装，确认正常可用；
4. 安装CuDNN：CuDNN是用于深度神经网络的GPU加速库，可以实现GPU上的高性能现代并行计算。根据自身硬件版本和CUDA版本，在官网下载7.6版本，解压复制到CUDA安装路径下对应文件夹。

至此，该研究所需的基本环境已全部搭建完成。

第3章 基于Coarse-to-Fine方法的胰腺分割

胰腺分割在医学图像分析中有着重要的意义，它是对胰腺疾病分析、辅助诊断、治疗和评估的基础，有着重要的研究意义。基于卷积神经网络的图像分割方法已广泛应用于医学CT扫描图像的器官自动分割领域。然而，对一些形态较小的靶器官的分割精度有时不令人满意，这可能是因为深度神经网络容易被占输入体积很大一部分的复杂多变的背景区域所干扰分散，破坏学习过程。本章详细介绍了本课题采用的基于Coarse-to-Fine的增强CT胰腺分割算法。该算法包括图像预处理和分割两个阶段。在预处理部分，本章根据DICOM图像的相关信息，将图像转换为NIFTI图像，并提取图像中的图像矩阵信息进行保存，以此来统一样本数据和标签数据的对比和减少除训练要素相关外的其他信息引起的格式差异。在分割部分，构建了以FCN网络为基线的粗略分割和精细分割模型，利用粗略分割模型分割出包括胰腺在内区域，再进行精细分割，从而提高胰腺分割性能。本章对Coarse-to-Fine分割方法进行研究探讨，并搭建相关模型网络进行模型训练，实验的胰腺分割精度结果与当前主流分割算法进行效果评估。

3.1 方法结构

本章算法先对CT图像进行预处理，然后使用基于FCN的粗略分割模型分割预处理后的图像，再对初步分割结果进行精细分割，获取分割结果，整个实验过程如图3-1所示。
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图3-1 本文方法示意图

3.1.1 数据预处理

根据本课题的研究对象，考虑到靶器官在CT图像中占比小，大量的背景区域输入会使得网络分散，预处理将选取感兴趣的器官组织区域。CT扫描数据采用三维体的形式，而不是二维图像，对于采用2D或是3D的数据形式进行训练，对模型的结果评估有着较大的影响。直接使用2D网络处理3D形式的数据将会忽略掉切片之间的潜在联系，而3D模型的计算开销较大，对主机性能要求过高。本课题采用了一种比较高效的数据预处理方式以进行2D网络上的模型训练。

1. 对数据集进行阈值截断、归一化

由于胰腺的占比区域小，与周围组织器官缠绕，在大量无关背景区域信息的输入下，容易对目标区域产生干扰分散，为了进一步优化实验内容，在数据预处理阶段对原始数据进行阈值截断。腹部的其他器官组织与我们所观察的目标没有相关性，我们通过CT值截取去除掉分解明显的其他器官组织图像，去除输入图像的无关背景干扰。胰腺器官在CT图像中CT值通常为30～60之间(见表3-1)，设定窗宽340，窗位40，则HU范围为-100～240，进一步去除无关背景及其他器官组织的信息输入，然后对CT值进行归一化处理，增强截取范围内各坐标点的空间距离关系。

表 3-1 平扫CT各器官CT值范围

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 器官 | 骨组织 | 肝脏 | 脾脏 | 胰腺 | 肾脏 | 胆囊 | 水 | 脂肪 |
| CT值 | >400 | 50~70 | 35~60 | 30~55 | 25~50 | 10~30 | 0 | -20~100 |

对截取后的图像CT值进行归一化：由于采集的图像胰腺与周围器官缠绕复杂，所以利用下面的归一化公式，以增强组织空间关系，加强边界信息，img=Img(high\_range – low\_range)，其中img是变化后的CT值，low\_range和high\_range在本文中CT值分别为-100、240。

1. 按维度拆分原始样本数据

由于三维模型计算开销大，通常将3D数据转化为2D平面数据，使用二维网络以基于补丁的方式进行训练。本课题采用了另一种方案，使用三平面结构，对三个平面分别进行训练。为了使三维数据适用二维网络，将原始数据沿着冠状、矢状、垂直三个维度进行切分。将这些二维切片表示为XC,w(w=1,2,…,*W*)，XS,h(h=1,2,…,*H*)，XA,l(l=1,2,…,*L*)，其中下标C、S和A分别代表“冠状”、“矢状”和“垂直”方向。

3.1.2 基准模型框架

本课题使用二维完全卷积网络(FCN)[[36]](#引文36)作为实验的基准模型。FCN继承了用于图像分类的流行网络中的下采样过程，然后通过反卷积过程将输出恢复到。在本实验中，使用预训练的VGG Net[[37]](#引文37)指定下采样层。本文不使用像文献[[38]](#引文38)这样的更深层次的网络结构，这种网络结构的精确度更加高，但同时带来计算成本的增加并有更高的过拟合风险。

简单地将三维图像数据切分成二维切片会忽略相邻切片之间丰富的结构关联信息，基于此，本实验采用了一个三通道模型FCN：O=f(I;Θ)。FCN是一个二维分割模型，I记录了输入图像，Θ记录了网络权值，O是与I相同的空间分辨率的输出分割结果。为了使三维图像数据适用于二维网络，采用数据预处理中的切片方式将原始图像切分成了3组二维切片序列。在这种情况下，每个输入图像由3个连续的切片序列组成。因此，每个二维切片图像最多可以出现在3个输入图像中。对输入样本图像采用这种修改方式，只会略微增加网络参数的数量，但由于3通道的切片关联关系，提供了在预测过程中将视觉提示结合到相邻切片上的机会。

原始的FCN模型使用一个loss函数来计算每个体素(voxel)的交叉熵。对于训练数据(x, y)和预测数据p=f (I;Θ)，loss计算为=，其中x为样本数据，y为标注数据，p为预测数据。然而，由于胰腺通常占据每个切片非常小的一个比例分数，因此体素损失值严重偏向于将体素预测为非目标区域(例如，一个简单的模型预测的所有体素都是背景区域的准确度>95%)，这使得DSC系数的测量表现非常糟糕。为了避免这种情况，按照文献[39]直接设计DSC-loss层，DSC()=定义在真值集和预测集之间。假设真值集中每个体素的真值是，真值1就是目标点，预测集中每个体素的预测值是，则DSC-loss函数可以通过

进行计算，并且对于所有的体素，该函数与原来的DSC函数在是等价的。梯度计算则通过

进行计算。

3.1.2 基于Coarse-to-Fine任务实现

在专注于小器官分割(如胰腺)，这些器官通常占CT体积的很小一部分(如<5%)。观察到[[41,42]](#引文41)中例如FCN这样的深度网络由于网络很容易被背景区域中的变化内容干扰，数量可观的神经元用来训练检测目标区域的大致位置，导致精确捕捉形状和外观的能力变弱，产生的结果并不理想。基于此，采用一种微调的方法来改进初始分割。即除了可以对整个图像可见的粗尺度深度网络外，额外训练一个细尺度网络，它只覆盖胰腺部分的一个大致区域。

在粗尺度模型和细尺度模型都采用了FCN-8s的配置[[40]](#引文40)(如图3-2)，这样的配置在PascalVOC分割任务中获得了最高的性能验证表现。下采样阶段直接使用预先训练的16层VGGNet并进行初始化，然后经过反卷积层，以将图像上采样恢复到原始分辨率。针对粗尺度模型和细尺度模型分别运行80000和50000的mini-batches，以的固定学习速率训练网络。每个minibatch只包含一个训练样本(2D序列(x,y))。值得注意的是，在训练粗尺度模型时，为了防止模型受到噪声背景内容的严重影响，只选择胰腺比例至少占1%像素区域的二维切片。

在训练精细模型时，首先使用真值标注来找到胰腺的三维边界框。通过获取每个样本切片的对应标注真值，在覆盖胰腺蒙版区域的最小边界框周围添加一个小框架来完成。即，当每个切片在边界框中生成时，在其周围添加一个帧，并填充原始图像数据。帧的上、下、左、右边距是从{10,11,…,20}均匀采样的随机数，采用这种数据增强的策略有助于调整网络并防止网络过拟合。基于估计边界框添加一个固定宽度的框架，相应地裁剪图像区域，并将其发送到细尺度分割模型进行迭代的精细分割。在第t次迭代时，使用(t-1)次迭代的分割结果来估计当前的3D边界框，并且对3D边界框内的图像体积进行框定、裁剪表示，并将其再一次输入到细尺度分割模型中。将三个细尺度模型(冠状、矢状、垂直三个方向)的结果进行融合，即，并更新当前的分割蒙版。当细尺度达到最大迭代次数，或当连续分割结果之间的相似度非常接近时(如DSC()>0.95)，停止此迭代分割过程。

3.2 实验结果与分析

3.2.1 数据集

实验使用由美国国立卫生研究院(National Institues of Health，NIH)临床中心发布的腹部CT数据集。该数据集包含了53位男性和27位女性受试者进行的82次腹部对比增强3D CT扫描图片(在门静脉注射造影剂后约70秒)。受试者年龄为18～76岁，平均年龄为46.8±16.7。其中十七名受试者是在肾切除手术之前扫描的健康肾脏供体，剩下的65名受试者对象由放射科医生从既无重大腹病也没有胰腺癌病变的患者中进行选择。每一次CT扫描的分辨率为512512，其中为沿着人体长轴的采样切片数，切片厚度在1.5～2.5mm之间，扫描数据在Philips和Siemens MDCT扫描仪上获得(120kVp管电压)。由一名医学生对扫描图像中的胰腺区域进行逐层切分，并由经验丰富的放射科医生对切分标记结果进行验证、修改，数据真实可用。按照标准的交叉验证策略，将数据集分成固定的4个折叠，每个折叠包含大约相同数量的样本。实验使用4个子集中的3个子集进行训练模型，并在剩余的一个子集上进行测试。通过计算每个样本的DSC系数来测量分割的精度，预测集和真值集的相似度量关系为：

实验探讨了82个测试案例的DSC平均分数和标准差。

3.2.2 实验分析

本章胰腺分割实验采用了4折交叉验证的方法来进行训练和测试，选取DSC系数作为评价指标，在测试集上的结果如表3-2所示。从表中可以看出，本算法获得的模型在不同的测试集上虽然准确率有差异，但是标准差不大，说明本算法比较稳定。

表 3-2 本文方法4折交叉验证准确率

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| 4折交叉验证 | 1 | 2 | 3 | 4 | Average |
| DSC(%,mean std) |  |  |  |  |  |

表3-3中列出了一些其他胰腺分割算法的准确率，与其他公开的胰腺分割算法进行对比发现，本文的实验结果准确率并不算太低。

表 3-3 不同的胰腺分割算法比较

1

|  |  |  |  |
| --- | --- | --- | --- |
| Approach | Average | Max | Min |
| Roth *et al.*[[19]](#引文19) | 71.4210.11 | 86.29 | 23.99 |
| Roth *et al.*[[24]](#引文24) | 78.018.20 | 88.65 | 34.11 |
| Zhang *et al.*[[43]](#引文43) | 77.898.52 | 89.17 | 43.67 |
| Roth *et al.*[[31]](#引文31) | 81.276.27 | 88.96 | 50.69 |
| Zhou *et al.* [[21]](#引文21) | 82.375.68 | 90.85 | 62.43 |
| Cai *et al.* [[29]](#引文29) | 82.46.7 | 90.1 | 60.0 |
|  |  |  |  |

3.3 本章小结
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