**第一个公式是k-means的评价函数，后面再看懂迭代就够了。**

k-means 所要优化的目标函数：设我们一共有 N 个数据点需要分为 K 个 cluster ，k-means 要做的就是最小化
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rnk这个函数，其中在数据点 n 被归类到 cluster k 的时候为 1 ，否则为 0 。直接寻找和来最小化并不容易，不过我们可以采取迭代的办法：先固定，选择最优的，很容易看出，只要将数据点归类到离他最近的那个中心就能保证最小。下一步则固定，再求最优的。将对求导并令导数等于零，很容易得到最小的时候应该满足：
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为什么说每一次迭代 都在减小？ 假设第 次迭代的聚类结果为，然后重新计算第个类别的中心为，

.

假设在本次被分到第2类，即,，但在下一次迭代被分到第1类()，即，其余点的类别不变。重新计算第个类别的中心为，则