q2a\_training\_performance:[0.43133333333333335,1.0,0.6027014438751747] q2a\_dev\_performance:[0.418,1.0,0.5895627644569816]

q2b\_training\_performance:[0.5985877240630092,0.8516228748068007,0.7030303030303029]

q2b\_dev\_performance:[0.6053511705685619,0.8660287081339713,0.7125984251968505]

q2c\_training\_performance:[0.5648246546227418,0.821483771251932,0.6693954659949621] q2c\_development\_performance:[0.556782334384858,0.8444976076555024,0.6711026615969581]

q3a\_development\_performance:[0.4700352526439483,0.9569377990430622,0.6304176516942475]

q3b\_development\_performance:[0.7265822784810126,0.6866028708133971,0.7060270602706028]

q4\_development\_performance\_svm:[0.7099056603773585,0.7200956937799043,**0.7149643705463182**]

q4\_development\_performance\_ran:[0.7081339712918661,0.7081339712918661,0.7081339712918661]