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##################################################################  
### DS 740: Final Project  
### Connie Sosa: 12/05/2016  
### Dataset from kaggle.com  
### diabetes.csv  
  
setwd("C:/Users/connie/UW/DS740-DataMining/week13/dataSets")  
diabetes = read.csv("diabetes.csv")  
  
### https://cran.r-project.org/web/packages/stargazer/vignettes/stargazer.pdf  
if (!require(stargazer)) {  
 install.packages("stargazer", repos="http://cran.rstudio.com") }

## Loading required package: stargazer

## Warning: package 'stargazer' was built under R version 3.3.2

##   
## Please cite as:

## Hlavac, Marek (2015). stargazer: Well-Formatted Regression and Summary Statistics Tables.

## R package version 5.2. http://CRAN.R-project.org/package=stargazer

if (!require(e1071)) {  
 install.packages("e1071", repos="http://cran.rstudio.com") }

## Loading required package: e1071

if (!require(pROC)) {  
 install.packages("pROC", repos="http://cran.rstudio.com")  
}

## Loading required package: pROC

## Type 'citation("pROC")' for a citation.

##   
## Attaching package: 'pROC'

## The following objects are masked from 'package:stats':  
##   
## cov, smooth, var

library(stargazer)  
library(e1071) ### SVM  
library(pROC) ### roc curves  
  
stargazer(diabetes, type="text")

##   
## ==========================================================  
## Statistic N Mean St. Dev. Min Max   
## ----------------------------------------------------------  
## Pregnancies 768 3.845 3.370 0 17   
## Glucose 768 120.895 31.973 0 199   
## BloodPressure 768 69.105 19.356 0 122   
## SkinThickness 768 20.536 15.952 0 99   
## Insulin 768 79.799 115.244 0 846   
## BMI 768 31.993 7.884 0.000 67.100  
## DiabetesPedigreeFunction 768 0.472 0.331 0.078 2.420   
## Age 768 33.241 11.760 21 81   
## Outcome 768 0.349 0.477 0 1   
## ----------------------------------------------------------

###########################################################  
### Imputation:  
### Columns Glucose,BloodPressure,and BMI should not have zero value.  
### Impute zero value in columns 2,3,6 with average value for each of the column.  
i = 1  
nCnt = dim(diabetes)[1]  
zeroValueCnt = rep(0, 3)  
NameIndexOfzeroValue = c(2,3,6)  
for(j in NameIndexOfzeroValue) {  
 zeroValueInd = which(diabetes[, j] == 0)  
 zeroValueCnt[i] = length(zeroValueInd)  
 diabetes[zeroValueInd, j] = mean(diabetes[, j])  
 i = i + 1  
}  
zeroValueM = matrix(c(names(diabetes)[NameIndexOfzeroValue],   
 zeroValueCnt,   
 round(zeroValueCnt/nCnt,4)), nrow=3, byrow = TRUE)  
stargazer(diabetes, type="text")

##   
## ============================================================  
## Statistic N Mean St. Dev. Min Max   
## ------------------------------------------------------------  
## Pregnancies 768 3.845 3.370 0 17   
## Glucose 768 121.682 30.436 44.000 199.000  
## BloodPressure 768 72.255 12.116 24.000 122.000  
## SkinThickness 768 20.536 15.952 0 99   
## Insulin 768 79.799 115.244 0 846   
## BMI 768 32.451 6.875 18.200 67.100   
## DiabetesPedigreeFunction 768 0.472 0.331 0.078 2.420   
## Age 768 33.241 11.760 21 81   
## Outcome 768 0.349 0.477 0 1   
## ------------------------------------------------------------

diabetes$Outcome = as.factor(diabetes$Outcome)  
  
#############################################################################  
#### Double cross-validation:  
#### Two models:   
nmodels = 2 ## Model 1 - Logistic Regression, Model 2 - Support Vector Machine (SVM)  
  
##### model assessment OUTER CV (with model selection INNER CV as part of model-fitting) #####  
fulldata.out = diabetes  
k.out = 10 ### use 10 fold CV  
n.out = dim(fulldata.out)[1]  
#### define the cross-validation splits for assessment  
numPerFold= floor(n.out/k.out)  
groups.out = c(rep(1:k.out, numPerFold), 1:(n.out%%k.out)) ### produces list of group labels  
# groups.out = c(rep(1:k.out,floor(n.out/k.out)),1:(n.out-floor(n.out/k.out)\*k.out))   
  
set.seed(14) ### For week 14, use seed 14  
cvgroups.out = sample(groups.out,n.out)   
allpredictedCV1.out = rep(NA, n.out)  
allpredictedCV2.out = rep(NA, n.out)  
for (j in 1:k.out) {   
 bestmodel.in = 0  
 groupj.out = (cvgroups.out == j)   
 traindata.out = diabetes[!groupj.out,]  
 testdata.out = diabetes[groupj.out,]  
   
 ####################################  
 ### entire model-fitting process ###  
 ####################################  
 fulldata.in = traindata.out # only input the data used to fit the model  
 k.in = 10   
 n.in = dim(fulldata.in)[1]  
 groups.in = c(rep(1:k.in, floor(n.in/k.in)), 1:(n.in%%k.in))   
 cvgroups.in = sample(groups.in, n.in)   
   
 predictLogistic.in = rep(-1, n.in)  
 predictSVM.in = rep(0, n.in)  
 for (i in 1:k.in) {  
 groupi.in = (cvgroups.in == i)  
 ###############################  
 ### model 1: Logistic Regression   
 ###############################  
 logistfit.in = glm(Outcome~., data=diabetes[!groupi.in,], family="binomial")  
 predictLogistic.in[groupi.in]=predict(logistfit.in, fulldata.in[groupi.in,],type="response")  
  
 ###############################   
 ### model 2: Support Vector Machine  
 ###############################  
 ### Use cross validation for SVM model selection:  
 SVMfit.in = tune(svm, Outcome~., data=diabetes[!groupi.in, ], kernel = "radial",  
 ranges = list(cost = c(0.001, 0.01, 0.1, 1, 5, 10, 100),  
 gamma = c(0.5, 1, 2, 3, 4)), type="C-classification")  
 predictSVM.in[groupi.in] = attributes(predict(SVMfit.in$best.model, newdata=fulldata.in[groupi.in,], decision.values=TRUE))$decision.values  
 bestSVMCost = summary(SVMfit.in)$best.model$cost  
 bestSVMGamma = summary(SVMfit.in)$best.model$gamma  
 } ### end of INNER loop i  
   
 ### Model 1: Logistic Regression: confusion matrix  
 confuseMatrix = matrix(0, nr=2, nc=2)  
 confuseMatrix = table(predictLogistic.in > 0.5, fulldata.in[cvgroups.in,]$Outcome)  
  
 ### Model 2: SVM: confusion matrix   
 confuseMatrix2 = matrix(0, nr=2, nc=2)  
 confuseMatrix2 = table(predictSVM.in > 0.5, fulldata.in[cvgroups.in,]$Outcome)  
   
 ### Classification Error Rate:  
 ### take the sum of off diagonal confusion matrix and divide it by n.in  
 allmodelCV.in = rep(NA, nmodels)   
 allmodelCV.in[1] = (confuseMatrix[1,2] + confuseMatrix[2,1])/n.in   
 allmodelCV.in[2] = (confuseMatrix2[1,2] + confuseMatrix2[2,1])/n.in   
   
 ################################ ###  
 ### resulting in bestmodel.in ###  
 ################################ ###  
 ### Saving both models' predictions for plotting ROC curve and comparison.  
   
 #############################  
 ### Save logistic model's prediction:  
 #############################  
 fitCV1.out = glm(Outcome~., data=traindata.out, family="binomial")  
 allpredictedCV1.out[groupj.out]=predict(fitCV1.out, testdata.out, type="response")  
  
 #############################  
 ### Save SVM model's prediction:  
 #############################  
 ### FIT the best radial SVM model on training data  
 svmfitRadial = svm(Outcome~., data =traindata.out, kernel = "radial",   
 cost = summary(SVMfit.in)$best.model$cost, gamma = summary(SVMfit.in)$best.model$gamma,  
 decision.values=T, type="C-classification")  
 ### PREDICT on test data  
 xgrid = data.frame(testdata.out)  
 allpredictedCV2.out[groupj.out] = attributes(predict(svmfitRadial, xgrid, decision.values = TRUE))$decision.values  
  
 if (allmodelCV.in[1] <= allmodelCV.in[2]) {  
 bestmodel.in = 1 ### Best model is logistic regression  
 } else {  
 bestmodel.in = 2 ### Best model is SVM  
 } ### end of else  
} ### end of OUTER loop j  
##################################################################  
### expensive grid search, takes a couple of hours to run.  
  
###########################  
### assessment  
###########################  
### ROC curves compare logistic regression and SVM, p365 reference  
  
#############  
### ROC curve: for logistic regression  
#############  
table(allpredictedCV1.out > 0.5, fulldata.out$Outcome)

##   
## 0 1  
## FALSE 444 116  
## TRUE 56 152

myrocLogistic = roc(response=fulldata.out$Outcome, predictor=allpredictedCV1.out)  
plot.roc(myrocLogistic, col="navy", lwd=1, lty=1, main="ROC Curves")

##   
## Call:  
## roc.default(response = fulldata.out$Outcome, predictor = allpredictedCV1.out)  
##   
## Data: allpredictedCV1.out in 500 controls (fulldata.out$Outcome 0) < 268 cases (fulldata.out$Outcome 1).  
## Area under the curve: 0.8367

aucLogi = paste("Logistic Regression: AUC = ", round(myrocLogistic$auc,3), sep="")  
  
#############  
### ROC curves: for SVM  
#############  
table(allpredictedCV2.out > 0.5, fulldata.out$Outcome)

##   
## 0 1  
## FALSE 447 211  
## TRUE 53 57

myrocSVM = roc(response=fulldata.out$Outcome, predictor=allpredictedCV2.out)  
aucSVM = paste("SVM: AUC = ", round(myrocSVM$auc,3), sep="")  
plot.roc(myrocSVM, col="red", lwd=1, lty=2, add=TRUE)

##   
## Call:  
## roc.default(response = fulldata.out$Outcome, predictor = allpredictedCV2.out)  
##   
## Data: allpredictedCV2.out in 500 controls (fulldata.out$Outcome 0) < 268 cases (fulldata.out$Outcome 1).  
## Area under the curve: 0.723

legend("bottomright", c(aucLogi,aucSVM), lty=c(1,2), lwd=1, col=c("navy", "red"))

![](data:image/png;base64,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)

###########################  
### Fit the selected model to the entire dataset  
###########################  
if (bestmodel.in == 1) {  
 ### best mode is logistic regression  
 fitbestModel = glm(Outcome~., data = diabetes, family="binomial")  
} else {  
 ### best mode is SVM  
 fitbestModel = svm(Outcome~., data = diabetes, kernel = "radial",   
 cost = bestSVMCost, gamma = bestSVMGamma, decision.values=T, type="C-classification")  
}  
fitbestModel

##   
## Call: glm(formula = Outcome ~ ., family = "binomial", data = diabetes)  
##   
## Coefficients:  
## (Intercept) Pregnancies   
## -9.166163 0.124045   
## Glucose BloodPressure   
## 0.038624 -0.011587   
## SkinThickness Insulin   
## -0.003029 -0.001380   
## BMI DiabetesPedigreeFunction   
## 0.101655 0.940634   
## Age   
## 0.011872   
##   
## Degrees of Freedom: 767 Total (i.e. Null); 759 Residual  
## Null Deviance: 993.5   
## Residual Deviance: 709.8 AIC: 727.8

summary(fitbestModel)

##   
## Call:  
## glm(formula = Outcome ~ ., family = "binomial", data = diabetes)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.6981 -0.7199 -0.3982 0.7110 2.4249   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -9.1661632 0.8161021 -11.232 < 2e-16 \*\*\*  
## Pregnancies 0.1240454 0.0324399 3.824 0.000131 \*\*\*  
## Glucose 0.0386243 0.0039000 9.904 < 2e-16 \*\*\*  
## BloodPressure -0.0115866 0.0086364 -1.342 0.179725   
## SkinThickness -0.0030286 0.0068301 -0.443 0.657465   
## Insulin -0.0013801 0.0009197 -1.501 0.133476   
## BMI 0.1016546 0.0165237 6.152 7.65e-10 \*\*\*  
## DiabetesPedigreeFunction 0.9406336 0.3015953 3.119 0.001816 \*\*   
## Age 0.0118721 0.0095185 1.247 0.212297   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 993.48 on 767 degrees of freedom  
## Residual deviance: 709.81 on 759 degrees of freedom  
## AIC: 727.81  
##   
## Number of Fisher Scoring iterations: 5