In this assignment I have designed and tested a Bayseian, minimum error classifier using Maximum Likelihood Estimation Technique on a set of training data, H, and tested out the performance of the classifier on a set of test data, ST.

The mathematical formula of the Bayseian density function classifier is of the form:-

p(x) = {1/ [(2\*π)d \* |Σ|]1/2}\*exp[-1/2(x-µ)TΣ-1(x-µ)] where Σ represents the estimated covariance of a class and µ represents the estimated mean vector of the classes.

Here are the estimated parameters( mean and covariance )

Estimated Class 1 Mean Vector

Estimated Class 1 Covariance Matrix

Estimated Class 2 Mean Vector

Estimated Class 2 Covariance Matrix

Estimated Class 3 Mean Vector

Estimated Class 3 Covariance Matrix

Estimated Mean Formula is given by µ = 1/n \* k

Estimated Covariance Matrix Formula is given by, Σu = 1/(n-1) \* T

Since there are 5000 vectors from each class in H, I have assumed the apriori probabilities of each class to be 1/3. Since the apriori probabilities of the classes are equal I have classified each vector in the test set to that class for which the value of p(x|wi) is maximum.

The Confusion Matrix obtained from H is of the following form:-

On the vertical axis we have the true classes and on the horizontal axis we have the classes as classified by the classifier.

The probability of error incurred by the classifier is given by P(Error) = 0.17747