・SentimentalLIARを先行研究とする

・BERTの出力のCLSトークンのみを使う→全トークン使う

・〇〇overBERTの比較実験　ex.CNN, BiLSTM, CNN-BiLSTM, (Bi)GRU, Attention

・メタデータの順序を入れ替える→入力の順序関係の重要性の調査

・メタデータを使っている、感情を入れている点で”A Comparative Study of Machine Learning and Deep Learning Techniques for Fake News Detection”と異なる

・６値分類にこだわる？