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| **生活随记** | 这3周主要是考验自学能力吧,中期考核结束了.短暂的休息了几天之后,就迎来了最终考核.但是因为最终考核的数据库损坏,所以被迫推迟,我们人工智能小组负责把算法框架搭建好,用自己捏造的数据跑起来,就无法进行下一步了.有点迷茫.不过这就是考验自己自学能力的时候吧.需要自己找到学习的目标.我自己的话,就先把MAS和DP继续巩固一下,剩下的时间主要学习NLP,因为我对这个领域挺感兴趣的. 不过虽然这是较为空闲的一周,但其实我感觉各个小组之间的友谊恰好是在这几周得到了挺大的提升.我们自己举办了两次康乐活动,两次都是去外面KTV,有我们AI组,后台组,前端,后台.现在回忆起都觉得特别快乐,因为我有种感觉,现在都是成年人了,人际交往方面可能不会很放得开,但事实证明,我多虑了.在KTV的时候,我们特别开心,拿起麦克风大声歌唱,唱一些好听的歌,有趣的歌,玩一些小游戏.结束后,我们就找个地方吃饭,有说有笑.最后呢,一群人,骑着共享单车,在路上吹着迎面而来的风,一路通往学校.我发现了,其实QG的小伙伴们都特别的友好,也很有特点,一定会建立起很深厚的友情的. |
| **学习**  **开发**  **比赛**  **情况** | 学习:首先是根据论文,以及相应的最终考核项目要求.把对应的算法和框架搭建起来,比如热点分析,轮廓提取等等.项目的任务完成之后,我就找自己感兴趣的方向NLP进行学习了.主要是通过看英文文献和国外的知名公开课进行学习.对于NLP的词向量,基本原理开始,学习对应的模型,比如word2vec,seq2seq,对应的技术,LSTM,attention的学习,以及由浅入深,在借鉴别人的代码情况下,能够搭建起word2vec模型,句法依存关系分析模型,神经机器翻译模型,并有着较好的效果.对于每一个模型,做好笔记,记录重点和细节. NLP基础过完一遍之后,就是数学建模的学习,主要是通过学习往年的论文,学习论文结构格式,学习对于的模型,显示对模型有个基本的了解,不需要很深入的去学,很具体的要等比赛的时候才因材施教,具体实现合适的模型,所以这段时间数学建模的模型学习主要是通过上知乎看文章的方法.我在团队在担当的是论文手,所以还要学习LATEX语法. 最后,整个暑假训练营也到达了尾声,我也找了时间,把整个暑假的知识内容回顾了一遍,毕竟,温故知新! |
| **一周总结** | 这几周还挺难忘的,有项目无法执行的迷茫,有找到了自己感兴趣的方向的欣慰,有在学习NLP过程中的遇到的困难,有解决一个难题,搭建好模型后的开心,有不同小组之间关于项目的沟通和合作,更有着QG小伙伴之间的欢声笑语… |
| **存在问题**  **未来规划** | 问题:专注力,在学习的过程中容易走神,不过这个问题在尽力解决,在学习的过程中会有意识去克制,比如说将手机强制锁机等等. 对于一些深度学习模型的理解没有达到透彻的地步,所以导致学习一下更加高阶的知识的时候会有一丝困难. 对应的解决办法就是脚踏实地的学习,回顾前面学过的知识,不投机取巧.  未来规划:继续在NLP的领域学习,尽可能在大二找到合适的导师,做科研. 大二努力学习,把绩点往上提. 参加比赛,提升实践能力 |
| **导师评价** |  |