Exam 2

Spencer Swartz

April 11, 2017

## Problem 1

People who are concerned about their health may prefer hot dogs that are low in sodium and calories. The data file contains sample data on the sodium and calories contained in each of 54 major hot dog brands. The hot dogs are classified by type: beef, poultry, and meat.

The data file called hotdogs.rda contains the sodium and calorie content for random samples of each type of hot dog. This data set is included in the DS705data package.

### Part 1a

Make boxplots for the variable calories for the 3 types of hotdogs. Describe the 3 boxplots and the suitability of these samples for conducting analysis of variance.

### -|-|-|-|-|-|-|-|-|-|-|- Answer 1a -|-|-|-|-|-|-|-|-|-|-|-

require(DS705data)

## Loading required package: DS705data

data('hotdogs')  
boxplot(hotdogs$calories~hotdogs$type)

![](data:image/png;base64,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)

It looks as if the response variables in each poulation are normally distributed and have equal variance, assuming that the samples are selected randomly and independently, then these sets are sutables for conducting anova.

## [1] "Score for 1a : 0 / 3"

### Part 1b

Conduct an analysis of variance test (the standard one that assumes normality and equal variance) to compare population mean calorie counts for these three types of hot dogs. (i) State the null and alternative hypotheses, (ii) use R to compute the test statistic and p-value, and (iii) write a conclusion in context at .

### -|-|-|-|-|-|-|-|-|-|-|- Answer 1b -|-|-|-|-|-|-|-|-|-|-|-

not all of the population mean calories are the same.

l.model <- lm( calories ~ type, data = hotdogs)  
test <- anova(l.model)  
test

## Analysis of Variance Table  
##   
## Response: calories  
## Df Sum Sq Mean Sq F value Pr(>F)   
## type 2 15425 7712.5 6.2784 0.003651 \*\*  
## Residuals 51 62649 1228.4   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1

1. Reject at ( = 0.0037). There is significant evidence to show that the population mean calories are different between types.

## [1] "Score for 1b : 0 / 8"

### Part 1c

Follow up with a Tukey-Kramer multiple comparison procedure and control the experimentwise error rate at . Write an interpretation for your multiple comparison output in the context of the problem.

### -|-|-|-|-|-|-|-|-|-|-|- Answer 1c -|-|-|-|-|-|-|-|-|-|-|-

TukeyHSD(aov(calories ~ type, data = hotdogs),conf.level = .9)

## Tukey multiple comparisons of means  
## 90% family-wise confidence level  
##   
## Fit: aov(formula = calories ~ type, data = hotdogs)  
##   
## $type  
## diff lwr upr p adj  
## B-A -9.144118 -33.41772 15.129490 0.7102899  
## C-A -39.673529 -63.94714 -15.399922 0.0033799  
## C-B -30.529412 -55.76791 -5.290917 0.0371484

Hotdog Type C mean calories is between 5.3 and 55.8 more than Type B. Hotdog Type C mean calories is between 15.4 and 63.9 more than Type A. And hotdog Type B mean calories is between 15.1 less than and 33.4 more than Type B.

## [1] "Score for 1c : 0 / 5"

### Part 1d

As part of a vigorous road test for independent random samples of size 20 for 4 different brands of tires, the tread wear was measured for comparison. The data frame treadwear.rda contains the resulting data.

Begin by exploring the sample means and standard deviations for each brand and looking at a boxplot comparison. That is, find the sample means and standard deviations and produce a boxplots of the tread wear measures for the four brands of tires.

Conduct hypothesis tests for the normality of the tread wear for each brand using a 5% level of significance in each case.

Also test for the homogeneity of the variances using .

Comment on the results of each.

### -|-|-|-|-|-|-|-|-|-|-|- Answer 1d -|-|-|-|-|-|-|-|-|-|-|-

data("treadwear")  
mean(treadwear$wear[treadwear$brand=="A"])

## [1] 576.3017

mean(treadwear$wear[treadwear$brand=="B"])

## [1] 671.1044

mean(treadwear$wear[treadwear$brand=="C"])

## [1] 825.987

mean(treadwear$wear[treadwear$brand=="D"])

## [1] 853.2877

sd(treadwear$wear[treadwear$brand=="A"])

## [1] 148.1037

sd(treadwear$wear[treadwear$brand=="B"])

## [1] 111.2945

sd(treadwear$wear[treadwear$brand=="C"])

## [1] 57.85366

sd(treadwear$wear[treadwear$brand=="D"])

## [1] 81.23036

boxplot(treadwear$wear~treadwear$brand)
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shapiro.test(treadwear$wear[treadwear$brand=="A"])

##   
## Shapiro-Wilk normality test  
##   
## data: treadwear$wear[treadwear$brand == "A"]  
## W = 0.94655, p-value = 0.3177

shapiro.test(treadwear$wear[treadwear$brand=="B"])

##   
## Shapiro-Wilk normality test  
##   
## data: treadwear$wear[treadwear$brand == "B"]  
## W = 0.92027, p-value = 0.1003

shapiro.test(treadwear$wear[treadwear$brand=="C"])

##   
## Shapiro-Wilk normality test  
##   
## data: treadwear$wear[treadwear$brand == "C"]  
## W = 0.95389, p-value = 0.4301

shapiro.test(treadwear$wear[treadwear$brand=="D"])

##   
## Shapiro-Wilk normality test  
##   
## data: treadwear$wear[treadwear$brand == "D"]  
## W = 0.95129, p-value = 0.3871

Based on the Shapiro Wilk tests, we cannot reject that the sample comes from a population which has a normal distrobution for any of the diferent tire brands. (pvalues in alphabetical order: 0.3177, 0.1003, 0.4301, 0.3871)

## [1] "Score for 1d : 0 / 6"

### Part 1e

What is the most appropriate inference procedure to compare population mean tread wear for these four brands of tires? Perform this procedure.

1. State the null and alternative hypotheses, (ii) use R to compute the test statistic and p-value, and (iii) write a conclusion in context at .

### -|-|-|-|-|-|-|-|-|-|-|- Answer 1e -|-|-|-|-|-|-|-|-|-|-|-

Replace this text with your answer here.

(i)

not all of the population mean wear are the same.

oneway.test(wear ~ brand, data = treadwear, var.equal=FALSE)

##   
## One-way analysis of means (not assuming equal variances)  
##   
## data: wear and brand  
## F = 27.201, num df = 3.000, denom df = 40.197, p-value = 8.988e-10

1. Reject at ( = 0). There is significant evidence to show that the population mean tread wears are different.

## [1] "Score for 1e : 0 / 8"

### Part 1f

Conduct the most appropriate multiple comparisons procedure which brands have significantly different tread wear. Use a familywise error rate of . Use complete sentences to interpret the results in the context of the problem.

### -|-|-|-|-|-|-|-|-|-|-|- Answer 1f -|-|-|-|-|-|-|-|-|-|-|-

onewayComp(wear~brand,data = treadwear,var.equal=FALSE,adjust='one.step',alpha=0.05)

## $call  
## onewayComp(formula = wear ~ brand, data = treadwear, alpha = 0.05,   
## var.equal = FALSE, adjust = "one.step")  
##   
## $comp  
## diff lwr upr t p p adj  
## B-A 94.80270 -16.87538 206.48079 2.288520 2.820971e-02 1.097707e-01  
## C-A 249.68530 151.79715 347.57345 7.022705 2.502251e-07 4.666289e-09  
## D-A 276.98604 174.17864 379.79344 7.333286 4.024639e-08 1.139764e-09  
## C-B 154.88259 78.39766 231.36753 5.522105 6.246844e-06 2.652978e-06  
## D-B 182.18334 99.06516 265.30152 5.913167 1.029246e-06 5.337504e-07  
## D-C 27.30075 -32.89664 87.49813 1.224272 2.291848e-01 6.134985e-01  
## rej H\_0  
## B-A 0  
## C-A 1  
## D-A 1  
## C-B 1  
## D-B 1  
## D-C 0  
##   
## $pairw  
##   
## Pairwise comparisons using t tests with unpooled SD   
##   
## data: wear and brand   
##   
## A B C   
## B 0.11 - -   
## C 4.7e-09 2.7e-06 -   
## D 1.1e-09 5.3e-07 0.61  
##   
## P value adjustment method: one.step

We are 95% confident that the population mean tread wear of brand C is 151.8 to 347.6 more than that of brand A, and 78.4 to 231.4 more than that of Brand B. Similarly the population mean tread wear of brand D is 174.2 to 379.8 more than that of Brand A, and 99.1 to 265.3 more than that of brand B. There appear to be no other significant population mean differences.

## [1] "Score for 1f : 0 / 5"

## Problem 2

This dataset contains the prices of ladies' diamond rings and the carat size of their diamond stones. The rings are made with gold of 20 carats purity and are each mounted with a single diamond stone. The data was presented in a newspaper advertisement suggesting the use of simple linear regression to relate the prices of diamond rings to the carats of their diamond stones.

The data is in the file diamond.rda and is included in the DS705data package.

### Part 2a

Does it appear that a linear model is at least possibly a plausible model for predicting the price from carats of the diamonds for these rings?

Begin by creating a scatterplot and comment on the suitability of a linear regression model.

### -|-|-|-|-|-|-|-|-|-|-|- Answer 2a -|-|-|-|-|-|-|-|-|-|-|-

data("diamond")  
diamond = diamond[-42,]  
carat <- diamond$carat  
price <- diamond$price  
plot(carat,price,xlab="Carat",ylab="Price",main="")
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Replace this text with your answer here.

## [1] "Score for 2a : 0 / 2"

### Part 2b

Obtain the estimated slope and y-intercept for the estimated regression equation and write the equation in the form pricecarats (only with and replaced with the numerical estimates from your R output).

### -|-|-|-|-|-|-|-|-|-|-|- Answer 2b -|-|-|-|-|-|-|-|-|-|-|-

linear.model <- lm(price~carat,data=diamond)  
b0 <- linear.model$coef[1]  
b1 <- linear.model$coef[2]  
b0

## (Intercept)   
## -250.5681

b1

## carat   
## 3671.397

Replace the ## symbols with your slope and intercept

price = ## + ## carat

## [1] "Score for 2b : 0 / 5"

### Part 2c

Compute the sample Pearson correlation coefficient and test whether or not the population Pearson correlation coefficient between price and carat is zero using a 1% level of significance. (i) State the null and alternative hypotheses, (ii) test statistic, (iii) the p-value, and (iv) conclusion.

### -|-|-|-|-|-|-|-|-|-|-|- Answer 2c -|-|-|-|-|-|-|-|-|-|-|-

cor.test(price,carat, alpha=.01)

##   
## Pearson's product-moment correlation  
##   
## data: price and carat  
## t = 42.116, df = 45, p-value < 2.2e-16  
## alternative hypothesis: true correlation is not equal to 0  
## 95 percent confidence interval:  
## 0.9776332 0.9930866  
## sample estimates:  
## cor   
## 0.9875512

Sample correlation:

(i) true correlation is equal to 0

true correlation is not equal to 0

## [1] "Score for 2c : 0 / 8"

### Part 2d

Provide a 95% confidence interval to estimate the slope of the regression equation and interpret the interval in the context of the application (do not us the word âslopeâ in your interpretation).

### -|-|-|-|-|-|-|-|-|-|-|- Answer 2d -|-|-|-|-|-|-|-|-|-|-|-

cor.test(price,carat, alpha=.01)$conf.int

## [1] 0.9776332 0.9930866  
## attr(,"conf.level")  
## [1] 0.95

We are 95% confident the population correlation between diamond type and carat lies in the range 0.978 to 0.993.

## [1] "Score for 2d : 0 / 5"

### Part 2e

Check to see if the linear regression model assumptions are reasonable for this data.

(Step 1) Are the residuals normal? Construct a histogram, normal probability plot, and boxplot of the residuals and perform a Shapiro-Wilk test for normality.

### -|-|-|-|-|-|-|-|-|-|-|- Answer 2e.1 -|-|-|-|-|-|-|-|-|-|-|-

resids <- linear.model$resid  
  
hist(resids)
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qqnorm(resids)  
qqline(resids)
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boxplot(resids)
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shapiro.test(resids)

##   
## Shapiro-Wilk normality test  
##   
## data: resids  
## W = 0.98604, p-value = 0.8406

Replace this text with your answer here

## [1] "Score for 2e.1 : 0 / 3"

(Step 2) Plot the residuals against the fitted values. Does the equal variances assumption seem reasonable? Does the linear regression line seem to be a good fit?

### -|-|-|-|-|-|-|-|-|-|-|- Answer 2e.2 -|-|-|-|-|-|-|-|-|-|-|-

diamond.fit <- linear.model$fitted.values  
plot(diamond.fit,resids)
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plot(carat,resids)

![](data:image/png;base64,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)

Replace this text with your answer here

## [1] "Score for 2e.2 : 0 / 3"

(Step 3) Perform the Bruesch-Pagan test for equal variances of the residuals. What does the test tell you?

### -|-|-|-|-|-|-|-|-|-|-|- Answer 2e.3 -|-|-|-|-|-|-|-|-|-|-|-

require(lmtest)

## Loading required package: lmtest

## Warning: package 'lmtest' was built under R version 3.3.3

## Loading required package: zoo

## Warning: package 'zoo' was built under R version 3.3.3

##   
## Attaching package: 'zoo'

## The following objects are masked from 'package:base':  
##   
## as.Date, as.Date.numeric

bptest(linear.model)

##   
## studentized Breusch-Pagan test  
##   
## data: linear.model  
## BP = 0.18208, df = 1, p-value = 0.6696

Replace this text with your answer here

## [1] "Score for 2e.3 : 0 / 3"

### Part 2f

Calculate and interpret the coefficient of determination (same as ).

### -|-|-|-|-|-|-|-|-|-|-|- Answer 2f -|-|-|-|-|-|-|-|-|-|-|-

out <- summary(linear.model)  
r.sq <- out$r.squared  
r.sq.adj <- out$adj.r.squared  
r.sq.adj

## [1] 0.9747075

r.sq

## [1] 0.9752573

The coefficient of determination, .975 suggests that 97.5% of the total variation in diamond price is explained by the linear relationship between price and carat. We can also say that 2.5% of the total variation in heart rates is not explained by the linear relationship.

## [1] "Score for 2f : 0 / 5"

### Part 2g

Should the regression equation obtained for price and carats be used for making predictions? Explain your answer.

### -|-|-|-|-|-|-|-|-|-|-|- Answer 2g -|-|-|-|-|-|-|-|-|-|-|-

Replace this text with your answer here.

## [1] "Score for 2g : 0 / 2"

### Part 2h

What would be the straightforward interpretation of the y-intercept in this regression model? Does it make sense here? Why would this not be appropriate as a stand-alone interpretation for this scenario? (hint: what is extrapolation?)

### -|-|-|-|-|-|-|-|-|-|-|- Answer 2g -|-|-|-|-|-|-|-|-|-|-|-

Replace this text with your answer here.

## [1] "Score for 2h : 0 / 3"

### Part 2i

Create 95% prediction and confidence limits for the population mean price for the carats given in the sample data and plot them along with a scatterplot of the data.

### -|-|-|-|-|-|-|-|-|-|-|- Answer 2i -|-|-|-|-|-|-|-|-|-|-|-

x <- data.frame( carat = mean(carat) )  
predict( linear.model, x, interval="confidence")

## fit lwr upr  
## 1 487.617 478.3884 496.8457

predict( linear.model, x, interval="prediction")

## fit lwr upr  
## 1 487.617 423.6792 551.5549

plot(carat,price)  
points(mean(carat),487.611, col='red')

![](data:image/png;base64,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)

## [1] "Score for 2i : 0 / 5"

## Problem 3

Blood type is classified as âA, B, or ABâ, or O. In addition, blood can be classified as Rh+ or Rh -. In a survey of 500 randomly selected individuals, a phlebotomist obtained the results shown in the table below.

|  |  |  |  |
| --- | --- | --- | --- |
| Rh Factor | A, B, or AB | O | Total |
| Rh+ | 226 | 198 | 424 |
| Rh- | 46 | 30 | 76 |
| Total | 272 | 228 | 500 |

### Part 3a

Conduct the appropriate test of significance to test the following research question âIs Rh factor associated with blood type?â Use a 5% level of significance and include all parts of the test.

### -|-|-|-|-|-|-|-|-|-|-|- Answer 3a -|-|-|-|-|-|-|-|-|-|-|-

Rhpos <- c(226,198)  
Rhneg <- c(46,30)  
BloodTable <- rbind(Rhpos,Rhneg)  
dimnames(BloodTable) <- list( Rh = c("pos","neg"),Type =c ("A,B,AB","O") )  
BloodTable

## Type  
## Rh A,B,AB O  
## pos 226 198  
## neg 46 30

out <- chisq.test(BloodTable,correct=FALSE)  
out

##   
## Pearson's Chi-squared test  
##   
## data: BloodTable  
## X-squared = 1.356, df = 1, p-value = 0.2442

Blood type and Rh factor are independent.

Blood type and Rh factor are dependent or associated.

Do not reject at ( = .2442). There is not enough evidence to show that there is an association between the Blood type and Rh factor.

## [1] "Score for 3a : 0 / 8"

### Part 3b

Compute and interpret the odds ratio of having Type O blood for Rh+ compared to Rh-.

### -|-|-|-|-|-|-|-|-|-|-|- Answer 3b -|-|-|-|-|-|-|-|-|-|-|-

oddsR <-(198/226)/(30/46)  
oddsR

## [1] 1.343363

100\*(abs(1-round(oddsR,2)))

## [1] 34

Replace this text with your answer here.

## [1] "Score for 3b : 0 / 5"

### Part 3c

Construct and interpret a 90% confidence interval for the population proportion of people with Type O blood who are Rh-.

### -|-|-|-|-|-|-|-|-|-|-|- Answer 3c -|-|-|-|-|-|-|-|-|-|-|-

out <- prop.test(30,228,correct=FALSE, conf.level = .9)  
out

##   
## 1-sample proportions test without continuity correction  
##   
## data: 30 out of 228, null probability 0.5  
## X-squared = 123.79, df = 1, p-value < 2.2e-16  
## alternative hypothesis: true p is not equal to 0.5  
## 90 percent confidence interval:  
## 0.09903906 0.17275997  
## sample estimates:  
## p   
## 0.1315789

The population proportion of patients who have blood type O and have Rh- is between 0.099 and 0.173.

## [1] "Score for 3c : 0 / 5"

## Problem 4

The carinate dove shell is a yellowish to brownish colored smooth shell found along shallow water coastal areas in California and Mexico. A study was conducted to determine if the shell height of the carinate dove shell could be accurately predicted and to identify the independent variables needed to do so. Data was collected for a random sample of 30 of these gastropods and 8 variables that researchers thought might be good predictors were recorded.

The shell heights (in mm) are labeled in the file as Y and the potential predictor variables are simply named as X1, X2, X3, X4, X5, X6, X7, and X8. Independent variables X1 through X7 are quantitative while X8 is categorical.

The data is in the file shells.rda and is included in the DS705data package.

### Part 4a

Use stepwise model selection with AIC as the stepping criterion and direction = "both" to identify the best first-order model for predicting shell height (Y).

Identify the predictor variables in the final model as well as the AIC for that model.

### -|-|-|-|-|-|-|-|-|-|-|- Answer 4a -|-|-|-|-|-|-|-|-|-|-|-

data("shells")  
lm.full = lm(Y~., data=shells) # regress y on everything in data set  
step(lm.full,direction="both")

## Start: AIC=-116.2  
## Y ~ X1 + X2 + X3 + X4 + X5 + X6 + X7 + X8  
##   
## Df Sum of Sq RSS AIC  
## - X8 1 0.000007 0.34233 -118.20  
## - X3 1 0.001085 0.34340 -118.10  
## - X5 1 0.001152 0.34347 -118.10  
## <none> 0.34232 -116.20  
## - X7 1 0.041077 0.38340 -114.80  
## - X4 1 0.084530 0.42685 -111.58  
## - X2 1 0.103328 0.44565 -110.28  
## - X6 1 0.181019 0.52334 -105.46  
## - X1 1 0.226388 0.56871 -102.97  
##   
## Step: AIC=-118.2  
## Y ~ X1 + X2 + X3 + X4 + X5 + X6 + X7  
##   
## Df Sum of Sq RSS AIC  
## - X3 1 0.001154 0.34348 -120.09  
## - X5 1 0.001197 0.34352 -120.09  
## <none> 0.34233 -118.20  
## - X7 1 0.042323 0.38465 -116.70  
## + X8 1 0.000007 0.34232 -116.20  
## - X4 1 0.091675 0.43400 -113.08  
## - X2 1 0.105735 0.44806 -112.12  
## - X6 1 0.189571 0.53190 -106.97  
## - X1 1 0.309263 0.65159 -100.89  
##   
## Step: AIC=-120.09  
## Y ~ X1 + X2 + X4 + X5 + X6 + X7  
##   
## Df Sum of Sq RSS AIC  
## - X5 1 0.00116 0.34464 -121.99  
## <none> 0.34348 -120.09  
## + X3 1 0.00115 0.34233 -118.20  
## + X8 1 0.00008 0.34340 -118.10  
## - X7 1 0.06623 0.40971 -116.81  
## - X4 1 0.11094 0.45442 -113.70  
## - X2 1 0.14822 0.49169 -111.33  
## - X6 1 0.20134 0.54482 -108.25  
## - X1 1 0.42107 0.76455 -98.09  
##   
## Step: AIC=-121.99  
## Y ~ X1 + X2 + X4 + X6 + X7  
##   
## Df Sum of Sq RSS AIC  
## <none> 0.34464 -121.993  
## + X5 1 0.00116 0.34348 -120.095  
## + X3 1 0.00112 0.34352 -120.091  
## + X8 1 0.00017 0.34448 -120.008  
## - X7 1 0.06623 0.41088 -118.720  
## - X4 1 0.12074 0.46538 -114.983  
## - X2 1 0.16170 0.50634 -112.452  
## - X6 1 0.20066 0.54531 -110.228  
## - X1 1 0.45355 0.79819 -98.798

##   
## Call:  
## lm(formula = Y ~ X1 + X2 + X4 + X6 + X7, data = shells)  
##   
## Coefficients:  
## (Intercept) X1 X2 X4 X6   
## 1.42718 1.15023 0.65317 0.60923 -0.06487   
## X7   
## 0.02636

Replace this text with your answer here.

## [1] "Score for 4a : 0 / 5"

### Part 4b

Compute the variance inflation factor for the final model from part 4a.

Does this model suffer from multicollinearity? Explain your answer.

### -|-|-|-|-|-|-|-|-|-|-|- Answer 4b -|-|-|-|-|-|-|-|-|-|-|-

fit <- lm(formula = Y ~ X1 + X2 + X4 + X6 + X7, data = shells)  
summary(fit)

##   
## Call:  
## lm(formula = Y ~ X1 + X2 + X4 + X6 + X7, data = shells)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -0.200151 -0.080277 -0.007467 0.081058 0.173162   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 1.42718 0.73427 1.944 0.06375 .   
## X1 1.15023 0.20467 5.620 8.73e-06 \*\*\*  
## X2 0.65317 0.19465 3.356 0.00263 \*\*   
## X4 0.60923 0.21010 2.900 0.00787 \*\*   
## X6 -0.06487 0.01735 -3.738 0.00102 \*\*   
## X7 0.02636 0.01227 2.148 0.04205 \*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 0.1198 on 24 degrees of freedom  
## Multiple R-squared: 0.9514, Adjusted R-squared: 0.9413   
## F-statistic: 94.05 on 5 and 24 DF, p-value: 5.821e-15

require(car)

## Loading required package: car

## Warning: package 'car' was built under R version 3.3.2

vif(fit)

## X1 X2 X4 X6 X7   
## 4.286121 3.804041 2.697711 4.428297 3.172575

The overall model p-value is very small at p=5.821e-15, and the individual p-values are all under 0.05 (the exception being the intercept at 0.064). This makes it seem as if the model does not suffer from collinerarity/multicollinearity.

VIFs are all less than 10 for all terms futher supporting the idea that this model is not suffering from collinerarity/multicollinearity.

## [1] "Score for 4b : 0 / 5"

### Part 4c

Let's define **Model B** as follows:

Y =

Fit **Model B** and compare the AIC of it to the model that the stepwise selection procedure identified as best in 4a, which you may refer to as **Model A**.

Which model is the better fitting model according to AIC? Explain your answer.

### -|-|-|-|-|-|-|-|-|-|-|- Answer 4c -|-|-|-|-|-|-|-|-|-|-|-

xSqr <- shells$X2\*shells$X2  
fit2 <- lm(formula = Y ~ X1 + X2 + xSqr + X4 + X6, data = shells)  
summary(fit2)

##   
## Call:  
## lm(formula = Y ~ X1 + X2 + xSqr + X4 + X6, data = shells)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -0.17500 -0.05247 -0.00598 0.05188 0.21059   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 9.16461 2.31597 3.957 0.000587 \*\*\*  
## X1 1.11286 0.17872 6.227 1.96e-06 \*\*\*  
## X2 -5.45450 1.70283 -3.203 0.003811 \*\*   
## xSqr 1.14091 0.31981 3.567 0.001559 \*\*   
## X4 0.79526 0.16439 4.838 6.28e-05 \*\*\*  
## X6 -0.03961 0.01106 -3.581 0.001507 \*\*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 0.1058 on 24 degrees of freedom  
## Multiple R-squared: 0.9622, Adjusted R-squared: 0.9543   
## F-statistic: 122.1 on 5 and 24 DF, p-value: 2.955e-16

AIC(fit2)

## [1] -42.34679

Model A's AIC is -121.99 and Model B's is -42.35, when looking at AIC as a criteria to pick a model smaller is better and Model A has the smaller AIC.

## [1] "Score for 4c : 0 / 5"

### Part 4d

Compute the variance inflation factor for **Model B** from part 4c.

Does this model suffer from multicollinearity? Explain your answer.

### -|-|-|-|-|-|-|-|-|-|-|- Answer 4d -|-|-|-|-|-|-|-|-|-|-|-

vif(fit2)

## X1 X2 xSqr X4 X6   
## 4.195143 373.677887 369.491380 2.119951 2.309547

It looks as if the model may suffer from multicollinearity as X2 and xSqr both have vif values above 10, 373.7 and 369.5 respectively.

## [1] "Score for 4d : 0 / 2"

### Part 4e

Center the variable X2 and compute the quadratic term associated with it (call them cX2 and cx2sq, respectively). We'll identify this as **Model C**. Compute the variance inflation factor for **Model C**.

Does this model suffer from multicollinearity? Explain your answer.

### -|-|-|-|-|-|-|-|-|-|-|- Answer 4e -|-|-|-|-|-|-|-|-|-|-|-

cx2 <- shells$X2-mean(shells$X2)  
cx2sq <- cx2^2  
fit3 <- lm(formula = Y ~ X1 + cx2 + cx2sq + X4 + X6, data = shells)  
summary(fit3)

##   
## Call:  
## lm(formula = Y ~ X1 + cx2 + cx2sq + X4 + X6, data = shells)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -0.17500 -0.05247 -0.00598 0.05188 0.21059   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 2.70477 0.55462 4.877 5.68e-05 \*\*\*  
## X1 1.11286 0.17872 6.227 1.96e-06 \*\*\*  
## cx2 0.52081 0.17093 3.047 0.00555 \*\*   
## cx2sq 1.14091 0.31981 3.567 0.00156 \*\*   
## X4 0.79526 0.16439 4.838 6.28e-05 \*\*\*  
## X6 -0.03961 0.01106 -3.581 0.00151 \*\*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 0.1058 on 24 degrees of freedom  
## Multiple R-squared: 0.9622, Adjusted R-squared: 0.9543   
## F-statistic: 122.1 on 5 and 24 DF, p-value: 2.955e-16

vif(fit3)

## X1 cx2 cx2sq X4 X6   
## 4.195143 3.765151 1.036090 2.119951 2.309547

No.

## [1] "Score for 4e : 0 / 2"

### Part 4f

Compare the adjusted R-squared for **Models A and C**.

Explain what adjusted R-squared measures and state which model is "better" according to this criterion.

### -|-|-|-|-|-|-|-|-|-|-|- Answer 4f -|-|-|-|-|-|-|-|-|-|-|-

summary(fit)

##   
## Call:  
## lm(formula = Y ~ X1 + X2 + X4 + X6 + X7, data = shells)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -0.200151 -0.080277 -0.007467 0.081058 0.173162   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 1.42718 0.73427 1.944 0.06375 .   
## X1 1.15023 0.20467 5.620 8.73e-06 \*\*\*  
## X2 0.65317 0.19465 3.356 0.00263 \*\*   
## X4 0.60923 0.21010 2.900 0.00787 \*\*   
## X6 -0.06487 0.01735 -3.738 0.00102 \*\*   
## X7 0.02636 0.01227 2.148 0.04205 \*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 0.1198 on 24 degrees of freedom  
## Multiple R-squared: 0.9514, Adjusted R-squared: 0.9413   
## F-statistic: 94.05 on 5 and 24 DF, p-value: 5.821e-15

summary(fit3)

##   
## Call:  
## lm(formula = Y ~ X1 + cx2 + cx2sq + X4 + X6, data = shells)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -0.17500 -0.05247 -0.00598 0.05188 0.21059   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 2.70477 0.55462 4.877 5.68e-05 \*\*\*  
## X1 1.11286 0.17872 6.227 1.96e-06 \*\*\*  
## cx2 0.52081 0.17093 3.047 0.00555 \*\*   
## cx2sq 1.14091 0.31981 3.567 0.00156 \*\*   
## X4 0.79526 0.16439 4.838 6.28e-05 \*\*\*  
## X6 -0.03961 0.01106 -3.581 0.00151 \*\*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 0.1058 on 24 degrees of freedom  
## Multiple R-squared: 0.9622, Adjusted R-squared: 0.9543   
## F-statistic: 122.1 on 5 and 24 DF, p-value: 2.955e-16

Adjusted R-squared indicates how much a model explains the variability of the response data around its mean. So for model A it explains 94.1% and for model C it explains 95.4%, there for based on Adjusted R-squared model B is the better predictor model.

## [1] "Score for 4f : 0 / 2"

### Part 4g

Test the residuals of **Model C** for serial correlation. Use a 5% level of significance.

Describe the outcome of this test.

### -|-|-|-|-|-|-|-|-|-|-|- Answer 4g -|-|-|-|-|-|-|-|-|-|-|-

dwtest(fit3)

##   
## Durbin-Watson test  
##   
## data: fit3  
## DW = 2.8267, p-value = 0.9895  
## alternative hypothesis: true autocorrelation is greater than 0

There is not sufficient evidence at to reject , that the residuals are not serially correlated (p=.9895).

## [1] "Score for 4g : 0 / 4"

### Part 4h

Using **Model C**, construct a 95% prediction interval for the shell height (Y) for a randomly selected shell with .

Write an interpretation for the interval in the context of this problem.

### -|-|-|-|-|-|-|-|-|-|-|- Answer 4h -|-|-|-|-|-|-|-|-|-|-|-

newcx2 <- 2.4-mean(shells$X2)  
newcx2sq <- newcx2\*newcx2  
newdata <- data.frame(X1=3.6,cx2=newcx2,cx2sq=newcx2sq,X4=3.0,X6=48)  
predict.lm(fit3,newdata,interval="prediction")

## fit lwr upr  
## 1 7.136107 6.907404 7.36481

With 95% confidence, the predicted shell height (Y) for a randomly selected shell with X1=3.6, X2=2.4, X4=3.0, and X6=48, is between 6.907 and 7.365.

## [1] "Score for 4h : 0 / 5"

## Problem 5

A study on the Primary News Source for Americans was conducted using a random sample of 115 Americans in 2015. The results are shown below.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | TV | Radio | Newspaper | Internet |
| Sample from 2015 | 38 | 20 | 15 | 42 |
| Distribution in 1995 | 45% | 18% | 16% | 21% |

Conduct the hypothesis test to determine if the distribution of Primary News Source for Americans is the same in 2015 as it was in 1995. Use . State your hypotheses, test statistic, df, p-value, and conclusions, including a practical conclusion in the context of the problem.

### -|-|-|-|-|-|-|-|-|-|-|- Answer 5 -|-|-|-|-|-|-|-|-|-|-|-

dis95 = c(0.45, 0.18, 0.16, 0.21)  
Counts15 = c(38, 20, 15, 42)  
out <- chisq.test(x=Counts15,p=dis95)  
out

##   
## Chi-squared test for given probabilities  
##   
## data: Counts15  
## X-squared = 17.499, df = 3, p-value = 0.000558

:

: At least one proportion is different.

Reject at ( = 0.0006). There is sufficient evidence to show that the distribution of primary newssources in 2015 are different from the 1995 distribution.

## [1] "Score for 5 : 0 / 8"

## Problem 6

In an effort to make better cheese, a company has a random sample of 30 cheese consumers taste 30 specially prepared pieces of Australian cheddar cheese (1 piece for each person). Each subject rated the taste of their piece of cheese as âacceptableâ or ânot acceptable.â One variable measured was called ACETIC and was a quantitative variable ranging from 4.5 to 6.5 units. The other variable recorded was whether the person was a child or an adult

The data file called cheese.rda. This data set is included in the DS705data package.

### Part 6a

Fit the first order model for predicting whether or not the taste of the cheese is acceptable from the acetic value and also whether the person was a child or an adult.

At a 5% level of significance, should either variable be dropped from the model?

### -|-|-|-|-|-|-|-|-|-|-|- Answer 6a -|-|-|-|-|-|-|-|-|-|-|-

data("cheese")  
taste.out <- glm(taste~acetic+person,data=cheese,family="binomial")  
summary(taste.out)

##   
## Call:  
## glm(formula = taste ~ acetic + person, family = "binomial", data = cheese)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.2245 -0.4998 -0.2002 0.3040 1.6066   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -18.709 8.517 -2.197 0.0280 \*  
## acetic 2.787 1.412 1.975 0.0483 \*  
## personAdult 3.096 1.371 2.258 0.0239 \*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 34.795 on 29 degrees of freedom  
## Residual deviance: 20.550 on 27 degrees of freedom  
## AIC: 26.55  
##   
## Number of Fisher Scoring iterations: 6

Both Remain.

## [1] "Score for 6a : 0 / 4"

### Part 6b

Convert the estimated coefficient of **acetic** to an odds ratio and interpret it in the context of the problem.

### -|-|-|-|-|-|-|-|-|-|-|- Answer 6b -|-|-|-|-|-|-|-|-|-|-|-

exp(2.787)

## [1] 16.23225

The odds of having acceptable cheese increase by 16.23 for each unit increase in acetic.

## [1] "Score for 6b : 0 / 4"

### Part 6c

Compute the predicted probability of a child finding the taste of the cheese acceptable when the value for acetic is 6.

### -|-|-|-|-|-|-|-|-|-|-|- Answer 6c -|-|-|-|-|-|-|-|-|-|-|-

newdata2 <- data.frame(acetic=6,person='Child')  
predict(taste.out, newdata2, type="response")

## 1   
## 0.1206732

## [1] "Score for 6c : 0 / 3"

### Part 6d

Compute a 95% confidence interval for the predicted probability of a child finding the taste of the cheese acceptable when the value for acetic is 6.

### -|-|-|-|-|-|-|-|-|-|-|- Answer 6d -|-|-|-|-|-|-|-|-|-|-|-

out <- predict(taste.out, newdata2, se.fit=TRUE)  
C = .95 # define the level of confidence  
crit = qnorm(1-(1-C)/2) # get the appropriate critical value  
lower = exp(out$fit-crit\*out$se.fit)/(1+exp(out$fit-crit\*out$se.fit))  
upper = exp(out$fit+crit\*out$se.fit)/(1+exp(out$fit+crit\*out$se.fit))  
c(lower,upper)

## 1 1   
## 0.01591904 0.53793967

## [1] "Score for 6d : 0 / 5"

## [1] "Total points earned 0 out of 151"