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Create a Word document from this R Markdown file for the following exercises. Submit the R markdown file and resulting Word document via D2L Dropbox.

## Exercise 1

A researcher was interested in learning what motivates international fans when they watch U.S. sports. A questionnaire was created in which respondents reported their score for 42 "importance factors" about fan motivation by circling the number that indicates why they watch, read, and/or discuss U.S. sports (5=Very High, 4=High, 3=Average, 2=Low, 1=Very Low).

The fans were categorized on issues such as gender, interest in U.S. sports, and the media source from which their information comes. Four hundred surveys were completed for the study.

The data is in the file ifanmot.rda and the survey is in the file IFM\_Survey.docx.

### Part 1a

Conduct Bartlett's test for sphericity on the responses for the 42 survey questions found in columns 1 through 42 of the file ifanmot.rda. State the null and alternative hypothesis and report on the results.

Is factor analysis warranted based on this measure?

### -|-|-|-|-|-|-|-|-|-|-|- Answer 1a -|-|-|-|-|-|-|-|-|-|-|-

require(DS705data)

## Loading required package: DS705data

#install.packages("psych")  
require(psych)

## Loading required package: psych

## Warning: package 'psych' was built under R version 3.3.3

data("ifanmot")  
mat <- cor(ifanmot[,1:42])  
cortest.bartlett(mat,n=400)

## $chisq  
## [1] 10197.66  
##   
## $p.value  
## [1] 0  
##   
## $df  
## [1] 861

Hypothesis: : The correlation matrix is the identity matrix : The correlation matrix is not the identity matrix

Result: We reject H\_0 (p=0), there is significant evidence that the correlation matrix is not the identity matrix.

### Part 1b

Compute the Kaiser-Meyer-Olkin (KMO) Measure of Sampling Adequacy (MSA) for the responses for the 42 survey questions found in columns 1 through 42 of the file ifanmot.rda.

Is the overall MSA value acceptable for factor analysis?

Should any questionnaire items be dropped from the factor analysis because of low MSA values? If so which ones?

### -|-|-|-|-|-|-|-|-|-|-|- Answer 1b -|-|-|-|-|-|-|-|-|-|-|-

KMO(mat)

## Kaiser-Meyer-Olkin factor adequacy  
## Call: KMO(r = mat)  
## Overall MSA = 0.93  
## MSA for each item =   
## Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10 Q11 Q12 Q13 Q14 Q15   
## 0.95 0.91 0.96 0.90 0.91 0.97 0.80 0.94 0.96 0.76 0.95 0.92 0.96 0.96 0.94   
## Q16 Q17 Q18 Q19 Q20 Q21 Q22 Q23 Q24 Q25 Q26 Q27 Q28 Q29 Q30   
## 0.91 0.90 0.96 0.94 0.95 0.97 0.87 0.87 0.96 0.96 0.93 0.94 0.96 0.96 0.89   
## Q31 Q32 Q33 Q34 Q35 Q36 Q37 Q38 Q39 Q40 Q41 Q42   
## 0.89 0.89 0.95 0.96 0.96 0.95 0.95 0.94 0.88 0.91 0.79 0.81

The overall MSA is Superb for this data set, in addition it does not look like any of the questions should be dropped as the lowest individual MSA values is .76(Q10).

### Part 1c

Use R to create a scree plot for the questionnaire items that you deemed to be appropriate for the factor analysis from the previous question. Use the scree plot to answer the questions below.

### -|-|-|-|-|-|-|-|-|-|-|- Answer 1c -|-|-|-|-|-|-|-|-|-|-|-

output <- princomp(ifanmot[,1:42], cor=TRUE)  
plot(output,type="lines") # scree plot   
abline(h=1,lty=2) # add horizonal dotted line at 1

![](data:image/png;base64,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)

output$sdev^2

## Comp.1 Comp.2 Comp.3 Comp.4 Comp.5 Comp.6   
## 14.6299304 3.5432306 1.9437153 1.5963579 1.5219162 1.3529379   
## Comp.7 Comp.8 Comp.9 Comp.10 Comp.11 Comp.12   
## 1.2186202 1.1171978 1.0584621 0.9296358 0.8727509 0.8261235   
## Comp.13 Comp.14 Comp.15 Comp.16 Comp.17 Comp.18   
## 0.7768238 0.7289769 0.6499980 0.5977686 0.5710810 0.5531995   
## Comp.19 Comp.20 Comp.21 Comp.22 Comp.23 Comp.24   
## 0.5177140 0.5132560 0.4691781 0.4532074 0.4282455 0.4164713   
## Comp.25 Comp.26 Comp.27 Comp.28 Comp.29 Comp.30   
## 0.3953515 0.3878640 0.3693198 0.3519037 0.3316491 0.3133673   
## Comp.31 Comp.32 Comp.33 Comp.34 Comp.35 Comp.36   
## 0.2854463 0.2750360 0.2636268 0.2451903 0.2338960 0.2245353   
## Comp.37 Comp.38 Comp.39 Comp.40 Comp.41 Comp.42   
## 0.2132297 0.1930199 0.1807200 0.1746080 0.1568402 0.1175977

Where would you say the "knee" is in the scree plot?

I would say the knee is at Comp.3

How many factors does the knee in the scree plot suggest extracting?

3

How many components have eigenvalues (aka variances, latent roots) greater than 1?

9

How many factors does this suggest extracting?

9

### Part 1d

Use a principal components extraction with the varimax rotation to extract 3 factors. Print the output with factor loadings under 0.5 suppressed and sort the loadings.

Answer the questions below.

### -|-|-|-|-|-|-|-|-|-|-|- Answer 1d -|-|-|-|-|-|-|-|-|-|-|-

fa.out <- principal(ifanmot[,1:42],nfactors=3,rotate="varimax")  
print.psych(fa.out,cut=.5,sort=TRUE)

## Principal Components Analysis  
## Call: principal(r = ifanmot[, 1:42], nfactors = 3, rotate = "varimax")  
## Standardized loadings (pattern matrix) based upon correlation matrix  
## item RC1 RC2 RC3 h2 u2 com  
## Q13 13 0.69 0.55 0.45 1.3  
## Q3 3 0.68 0.53 0.47 1.3  
## Q5 5 0.66 0.44 0.56 1.0  
## Q6 6 0.66 0.50 0.50 1.3  
## Q9 9 0.66 0.55 0.45 1.5  
## Q15 15 0.65 0.47 0.53 1.2  
## Q16 16 0.65 0.48 0.52 1.2  
## Q37 37 0.64 0.53 0.47 1.6  
## Q38 38 0.62 0.42 0.58 1.2  
## Q28 28 0.61 0.54 0.46 1.8  
## Q26 26 0.59 0.58 0.42 1.9  
## Q8 8 0.58 0.46 0.54 1.7  
## Q4 4 0.58 0.35 0.65 1.1  
## Q36 36 0.58 0.51 0.61 0.39 2.0  
## Q17 17 0.58 0.38 0.62 1.3  
## Q1 1 0.57 0.46 0.54 1.8  
## Q20 20 0.54 0.58 0.42 2.6  
## Q40 40 0.53 0.39 0.61 1.6  
## Q27 27 0.53 0.52 0.56 0.44 2.1  
## Q29 29 0.52 0.49 0.51 2.4  
## Q39 39 0.38 0.62 1.9  
## Q12 12 0.24 0.76 1.1  
## Q14 14 0.42 0.58 2.7  
## Q19 19 0.42 0.58 2.9  
## Q10 10 0.75 0.58 0.42 1.0  
## Q7 7 0.72 0.52 0.48 1.0  
## Q41 41 0.66 0.44 0.56 1.0  
## Q22 22 0.64 0.52 0.48 1.5  
## Q42 42 0.64 0.41 0.59 1.0  
## Q2 2 0.58 0.36 0.64 1.1  
## Q23 23 0.55 0.45 0.55 1.9  
## Q35 35 0.53 0.56 0.44 2.2  
## Q18 18 0.50 0.38 0.62 2.0  
## Q11 11 0.42 0.58 2.3  
## Q34 34 0.49 0.51 2.8  
## Q21 21 0.44 0.56 2.8  
## Q32 32 0.82 0.71 0.29 1.1  
## Q31 31 0.78 0.67 0.33 1.2  
## Q30 30 0.73 0.55 0.45 1.1  
## Q33 33 0.64 0.50 0.50 1.5  
## Q25 25 0.42 0.58 2.4  
## Q24 24 0.38 0.62 2.9  
##   
## RC1 RC2 RC3  
## SS loadings 9.63 5.53 4.96  
## Proportion Var 0.23 0.13 0.12  
## Cumulative Var 0.23 0.36 0.48  
## Proportion Explained 0.48 0.27 0.25  
## Cumulative Proportion 0.48 0.75 1.00  
##   
## Mean item complexity = 1.7  
## Test of the hypothesis that 3 components are sufficient.  
##   
## The root mean square of the residuals (RMSR) is 0.06   
## with the empirical chi square 2531.01 with prob < 1.2e-194   
##   
## Fit based upon off diagonal values = 0.97

What is the cumulative variance explained (as a percent)?

the first 3 factors explained 48% of the total variation among the 39 remaining variables.

Is this considered an acceptable percent of total variation?

No we are looking for at least 60%

### Part 1e

Use a principal components extraction with the varimax rotation to extract 9 factors. Print the output with factor loadings under 0.5 suppressed and sort the loadings.

Answer the questions below.

### -|-|-|-|-|-|-|-|-|-|-|- Answer 1e -|-|-|-|-|-|-|-|-|-|-|-

fa.out <- principal(ifanmot[,1:42],nfactors=9,rotate="varimax")  
print.psych(fa.out,cut=.5,sort=TRUE)

## Principal Components Analysis  
## Call: principal(r = ifanmot[, 1:42], nfactors = 9, rotate = "varimax")  
## Standardized loadings (pattern matrix) based upon correlation matrix  
## item RC1 RC9 RC5 RC3 RC4 RC7 RC2 RC6 RC8 h2 u2  
## Q6 6 0.70 0.62 0.38  
## Q3 3 0.67 0.62 0.38  
## Q9 9 0.64 0.64 0.36  
## Q28 28 0.62 0.65 0.35  
## Q15 15 0.62 0.61 0.39  
## Q8 8 0.57 0.57 0.43  
## Q13 13 0.55 0.62 0.38  
## Q36 36 0.54 0.72 0.28  
## Q37 37 0.53 0.63 0.37  
## Q1 1 0.52 0.55 0.45  
## Q29 29 0.51 0.56 0.44  
## Q19 19 0.69 0.71 0.29  
## Q20 20 0.63 0.73 0.27  
## Q14 14 0.60 0.56 0.44  
## Q18 18 0.54 0.54 0.46  
## Q11 11 0.53 0.54 0.46  
## Q35 35 0.53 0.63 0.37  
## Q23 23 0.75 0.75 0.25  
## Q22 22 0.71 0.75 0.25  
## Q24 24 0.63 0.60 0.40  
## Q27 27 0.57 0.69 0.31  
## Q26 26 0.57 0.72 0.28  
## Q25 25 0.52 0.58 0.42  
## Q21 21 0.49 0.51  
## Q32 32 0.83 0.80 0.20  
## Q31 31 0.80 0.75 0.25  
## Q30 30 0.76 0.67 0.33  
## Q33 33 0.59 0.58 0.42  
## Q4 4 0.82 0.76 0.24  
## Q5 5 0.75 0.74 0.26  
## Q12 12 0.74 0.62 0.38  
## Q39 39 0.82 0.83 0.17  
## Q40 40 0.75 0.73 0.27  
## Q38 38 0.64 0.67 0.33  
## Q10 10 0.83 0.79 0.21  
## Q7 7 0.80 0.76 0.24  
## Q2 2 0.70 0.64 0.36  
## Q41 41 0.82 0.74 0.26  
## Q42 42 0.81 0.74 0.26  
## Q34 34 0.56 0.44  
## Q17 17 0.75 0.74 0.26  
## Q16 16 0.69 0.76 0.24  
## com  
## Q6 1.6  
## Q3 1.9  
## Q9 2.3  
## Q28 2.6  
## Q15 2.2  
## Q8 2.8  
## Q13 3.3  
## Q36 3.9  
## Q37 3.6  
## Q1 3.0  
## Q29 3.2  
## Q19 2.1  
## Q20 2.9  
## Q14 2.2  
## Q18 3.0  
## Q11 2.9  
## Q35 3.7  
## Q23 1.7  
## Q22 2.1  
## Q24 2.1  
## Q27 3.5  
## Q26 3.5  
## Q25 3.5  
## Q21 4.6  
## Q32 1.4  
## Q31 1.4  
## Q30 1.3  
## Q33 2.5  
## Q4 1.3  
## Q5 1.7  
## Q12 1.3  
## Q39 1.5  
## Q40 1.6  
## Q38 2.4  
## Q10 1.3  
## Q7 1.4  
## Q2 1.6  
## Q41 1.2  
## Q42 1.2  
## Q34 5.4  
## Q17 1.7  
## Q16 2.2  
##   
## RC1 RC9 RC5 RC3 RC4 RC7 RC2 RC6 RC8  
## SS loadings 5.65 3.67 3.66 3.31 2.49 2.45 2.38 2.26 2.11  
## Proportion Var 0.13 0.09 0.09 0.08 0.06 0.06 0.06 0.05 0.05  
## Cumulative Var 0.13 0.22 0.31 0.39 0.45 0.51 0.56 0.62 0.67  
## Proportion Explained 0.20 0.13 0.13 0.12 0.09 0.09 0.09 0.08 0.08  
## Cumulative Proportion 0.20 0.33 0.46 0.58 0.67 0.76 0.84 0.92 1.00  
##   
## Mean item complexity = 2.4  
## Test of the hypothesis that 9 components are sufficient.  
##   
## The root mean square of the residuals (RMSR) is 0.04   
## with the empirical chi square 1014.38 with prob < 2.3e-34   
##   
## Fit based upon off diagonal values = 0.99

What is the cumulative variance explained (as a percent)?

The first 9 factors explained 67% of the total variation among the 32 remaining variables.

Is this considered an acceptable percent of total variation?

Yes this is above 60%C

### Part 1f

Read the questions in the survey (IFM Survey.docx) for the groups of items that load onto each factor and put a comprehensive label on each of the 9 factors from the most recent factor analysis (extracting 9 factors with principal components and a varimax rotation).

For consistency assign the following 9 labels to the most appropriate factors:

**Artistic, Boredom, Entertainment, Fun, Gambling, Identification, Loyalty, Patriotism, Social**

Factors 1 through 9 move from left to right in the sorted output (even though the columns labels PC1-PC9 in the output are not in order).

I have labeled the second factor (labeled PC9 in the R output) for you as "Social". Look at the survey items that correspond to the second factor (Q11, Q14, Q18, Q19, Q20, and Q35) and see if that label makes sense.

### -|-|-|-|-|-|-|-|-|-|-|- Answer 1f -|-|-|-|-|-|-|-|-|-|-|-

Factor 1: Entertainment Factor 2: Social Factor 3: Identification Factor 4: Patriotism Factor 5: Artistic Factor 6: Loyalty Factor 7: Gambling Factor 8: Boredom Factor 9: Fun

### Part 1g

Combine the factor scores produced by the 9-factor solution with the original data frame. Also, rename the factor scores using the labels you assigned previously. Some R code to begin this has been provided. Add to it to complete this request.

### -|-|-|-|-|-|-|-|-|-|-|- Answer 1g -|-|-|-|-|-|-|-|-|-|-|-

fan <- principal(ifanmot[,1:42],nfactors=9,rotate="varimax")  
fulldata <- cbind(ifanmot,fan$scores)  
require(plyr)

## Loading required package: plyr

fulldata <- rename(fulldata,c("RC1"="Entertainment","RC9"="Social","RC5"="Identification","RC3"="Patriotism","RC4"="Artistic","RC7"="Loyalty","RC2"="Gambling","RC6"="Boredom","RC8"="Fun")) # REPLACE the ? with your factor labels

## Exercise 2

People who are concerned about their health may prefer hot dogs that are low in sodium and calories. The data file contains sample data on the sodium and calories contained in each of 54 major hot dog brands. The hot dogs are classified by type: beef, poultry, and meat (identified as types A, B, and C)

The data file called hotdogs.rda contains the sodium and calorie content for random samples of each type of hot dog. This data set is included in the DS705data package.

### Part 2a

Use the three multivariate normality tests presented this week to test for multivariate normality among the two response variables: sodium and calories. Include a chi-square quantile plot in your analysis and use a 5% level of significance for each individual hypothesis test.

According to these test, is there sufficient evidence to conclude that sodium and calories are not multivariate normal?

### -|-|-|-|-|-|-|-|-|-|-|- Answer 2a -|-|-|-|-|-|-|-|-|-|-|-

data("hotdogs")  
typeA <- as.matrix(hotdogs[hotdogs$type=="A", 1:2 ])  
#typeA <- as.numeric(typeA)  
typeB <- as.matrix(hotdogs[hotdogs$type=="B", 1:2 ])  
#typeB <- as.numeric(typeB)  
typeC <- as.matrix(hotdogs[hotdogs$type=="C", 1:2 ])  
#typeC <- as.numeric(typeC)  
#install.packages('MVN')  
require(MVN)

## Loading required package: MVN

## Warning: package 'MVN' was built under R version 3.3.3

## sROC 0.1-2 loaded

##   
## Attaching package: 'MVN'

## The following object is masked from 'package:psych':  
##   
## mardia

hzTest(typeA)

## Henze-Zirkler's Multivariate Normality Test   
## ---------------------------------------------   
## data : typeA   
##   
## HZ : 0.2193613   
## p-value : 0.9150411   
##   
## Result : Data are multivariate normal.   
## ---------------------------------------------

mardiaTest(typeA)

## Mardia's Multivariate Normality Test   
## ---------------------------------------   
## data : typeA   
##   
## g1p : 0.2528302   
## chi.skew : 0.8427675   
## p.value.skew : 0.9326243   
##   
## g2p : 7.381651   
## z.kurtosis : -0.3456678   
## p.value.kurt : 0.7295924   
##   
## chi.small.skew : 1.071202   
## p.value.small : 0.898814   
##   
## Result : Data are multivariate normal.   
## ---------------------------------------

roystonTest(typeA)

## Royston's Multivariate Normality Test   
## ---------------------------------------------   
## data : typeA   
##   
## H : 0.3074662   
## p-value : 0.8622045   
##   
## Result : Data are multivariate normal.   
## ---------------------------------------------

hzTest(typeA,qqplot=TRUE)
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## Henze-Zirkler's Multivariate Normality Test   
## ---------------------------------------------   
## data : typeA   
##   
## HZ : 0.2193613   
## p-value : 0.9150411   
##   
## Result : Data are multivariate normal.   
## ---------------------------------------------

hzTest(typeB)

## Henze-Zirkler's Multivariate Normality Test   
## ---------------------------------------------   
## data : typeB   
##   
## HZ : 0.2757632   
## p-value : 0.7535134   
##   
## Result : Data are multivariate normal.   
## ---------------------------------------------

mardiaTest(typeB)

## Mardia's Multivariate Normality Test   
## ---------------------------------------   
## data : typeB   
##   
## g1p : 0.3168806   
## chi.skew : 0.8978283   
## p.value.skew : 0.9248722   
##   
## g2p : 6.651096   
## z.kurtosis : -0.6952092   
## p.value.kurt : 0.4869242   
##   
## chi.small.skew : 1.188302   
## p.value.small : 0.8800208   
##   
## Result : Data are multivariate normal.   
## ---------------------------------------

roystonTest(typeB)

## Royston's Multivariate Normality Test   
## ---------------------------------------------   
## data : typeB   
##   
## H : 1.956662   
## p-value : 0.3812906   
##   
## Result : Data are multivariate normal.   
## ---------------------------------------------

hzTest(typeB,qqplot=TRUE)

## Henze-Zirkler's Multivariate Normality Test   
## ---------------------------------------------   
## data : typeB   
##   
## HZ : 0.2757632   
## p-value : 0.7535134   
##   
## Result : Data are multivariate normal.   
## ---------------------------------------------

hzTest(typeC)

## Henze-Zirkler's Multivariate Normality Test   
## ---------------------------------------------   
## data : typeC   
##   
## HZ : 0.584752   
## p-value : 0.1241476   
##   
## Result : Data are multivariate normal.   
## ---------------------------------------------

mardiaTest(typeC)

## Mardia's Multivariate Normality Test   
## ---------------------------------------   
## data : typeC   
##   
## g1p : 0.3799771   
## chi.skew : 1.076602   
## p.value.skew : 0.8979666   
##   
## g2p : 5.181197   
## z.kurtosis : -1.452778   
## p.value.kurt : 0.1462855   
##   
## chi.small.skew : 1.424914   
## p.value.small : 0.8398535   
##   
## Result : Data are multivariate normal.   
## ---------------------------------------

roystonTest(typeC)

## Royston's Multivariate Normality Test   
## ---------------------------------------------   
## data : typeC   
##   
## H : 2.52345   
## p-value : 0.288548   
##   
## Result : Data are multivariate normal.   
## ---------------------------------------------

hzTest(typeB,qqplot=TRUE)
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## Henze-Zirkler's Multivariate Normality Test   
## ---------------------------------------------   
## data : typeB   
##   
## HZ : 0.2757632   
## p-value : 0.7535134   
##   
## Result : Data are multivariate normal.   
## ---------------------------------------------

No, there is not sufficient evidence based on these tests to conclude that sodium and calories are not multivariate normal.

### Part 2b

Conduct Box's M Test to test for equality of covariances. Use a 5% level of significance.

1. Is there sufficient evidence to conclude that the covariance matrices are not equal?
2. Based on the criteria of multivariate normality and equal covariance matrices, is it appropriate to proceed with MANOVA?

### -|-|-|-|-|-|-|-|-|-|-|- Answer 2b -|-|-|-|-|-|-|-|-|-|-|-

source('BoxMTest.R')  
out<-BoxMTest(as.matrix(hotdogs[,1:2]),hotdogs$type)

## ------------------------------------------------  
## MBox Chi-sqr. df P  
## ------------------------------------------------  
## 2.6592 2.5074 6 0.8676  
## ------------------------------------------------  
## Covariance matrices are not significantly different.

1. There is not evidence to show the population covariance matrices are different.
2. All three criteria are met for a MANOVA Test, so yes we may proceed.

### Part 2c

Regardless of the outcomes of the previous hypothesis tests, conduct a MANOVA to determine if there are differences between beef, poultry, and meat hot dogs for the population mean vectors when sodium and calorie content are considered together. Use the Wilk's Lambda statistic and let .

Provide the R code, output, and state the following:

1. Null and alternative hypotheses
2. P-value,
3. State the conclusion for the test

### -|-|-|-|-|-|-|-|-|-|-|- Answer 2c -|-|-|-|-|-|-|-|-|-|-|-

lmodel <- lm(cbind(calories,sodium)~type,data=hotdogs)  
m.out <- manova(lmodel)  
summary(m.out,test="Pillai")

## Df Pillai approx F num Df den Df Pr(>F)   
## type 2 0.42114 6.8018 4 102 6.802e-05 \*\*\*  
## Residuals 51   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1

(i)

$$ H\_0: \pmb{\mu}\_{typeA} = \pmb{\mu}\_{typeB} = \pmb{\mu}\_{typeC}$$

1. Pvalue = 0.00006
2. Reject . There is strong evidence to show the three types of hotdogs are different in terms of population mean calories and sodium.

### Part 2d

Follow up with univariate ANOVAs and Tukey multiple comparisons on the response variables to see which the population means differ. Use a 5% level of significance for each univariate ANOVA and each Tukey procedure.

Write a few sentences summarizing the differences that you find (in the context of the problem).

### -|-|-|-|-|-|-|-|-|-|-|- Answer 2d -|-|-|-|-|-|-|-|-|-|-|-

summary.aov(m.out)

## Response calories :  
## Df Sum Sq Mean Sq F value Pr(>F)   
## type 2 15425 7712.5 6.2784 0.003651 \*\*  
## Residuals 51 62649 1228.4   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Response sodium :  
## Df Sum Sq Mean Sq F value Pr(>F)  
## type 2 47043 23522 2.226 0.1183  
## Residuals 51 538911 10567

The univariate ANOVAs suggest that is a significant difference in the population mean in calories but no significant differences in population mean sodium when considered separately.

### Part 2e

Using linear discriminant analysis, construct a linear combination of sodium and calories given by LD1.

### -|-|-|-|-|-|-|-|-|-|-|- Answer 2e -|-|-|-|-|-|-|-|-|-|-|-

require(MASS)

## Loading required package: MASS

fit <- lda( type~calories+sodium,data=hotdogs) # fit model  
plda <- predict(object=fit, newdata=hotdogs) # compute combinations  
ld1 <- plda$x[,1] # extract most separating combination

### Part 2f

Using the linear combination of sodium and calories given by LD1, conduct the Tukey HSD multiple comparisons procedure to determine which hot dog types differ with respect to this most discriminating linear combination. Use . Which pairs of manufacturers produces significantly different hotdogs on average?

Report on your results.

### -|-|-|-|-|-|-|-|-|-|-|- Answer 2f -|-|-|-|-|-|-|-|-|-|-|-

linear.model<-aov(ld1~type,data=hotdogs)  
TukeyHSD(linear.model)

## Tukey multiple comparisons of means  
## 95% family-wise confidence level  
##   
## Fit: aov(formula = ld1 ~ type, data = hotdogs)  
##   
## $type  
## diff lwr upr p adj  
## B-A 0.2787548 -0.5175787 1.075088 0.6770098  
## C-A 1.8856669 1.0893335 2.682000 0.0000017  
## C-B 1.6069121 0.7789240 2.434900 0.0000621

At the 5% significance level there is strong evidence that the population mean calories and sodium for the hotdogs for type A and B both differ from those of type C. There is not a significant difference in population mean calories and sodium for the apes at locations A and B.