**pipeline.yaml**

apiVersion: tekton.dev/v1

kind: PipelineRun

metadata:

generateName: train-spark-model-

spec:

pipelineRef:

name: train-spark-model

params:

# Adjust if your CSV lives elsewhere in the repo

- name: train\_file

value: spark/data/training.csv

- name: output\_dir

value: models\_out

workspaces:

- name: shared

volumeClaimTemplate:

spec:

accessModes: ["ReadWriteOnce"]

resources:

requests:

storage: 2Gi

timeouts:

pipeline: 60m

**pipelinerun.yaml**

apiVersion: tekton.dev/v1

kind: PipelineRun

metadata:

generateName: ci-sandbox-run-

spec:

pipelineRef:

name: simple-ci-pipeline

timeouts:

pipeline: 30m

workspaces:

- name: shared-workspace

volumeClaimTemplate:

spec:

accessModes: ["ReadWriteOnce"]

resources:

requests:

storage: 1Gi