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191. 11.10, 树模型的相关改进; 源语言句法增强的串到树翻译模型; 基于无监督树结构的翻译模型; (2019-8-22)
192. 11.11, 句法模型解码算法; (2019-8-22)
193. 11.12, 基于谓词论元结构转换的翻译模型; (2019-8-22)
194. 11.13, 各种翻译模型的分析; (2019-8-22)
195. 11.14, 集外词翻译; 数字和时间表示的识别与翻译; 命名实体翻译; 概述; 基于结构的组织机构名翻译; 命名实体识别与对齐的联合方法; 普通集外词的翻译; (2019-8-22)
196. 11.15, 统计翻译系统实现; 语料准备和预处理; 工具准备; 模块构建; 系统调试; (2019-8-22)
197. 11.16, 系统融合; 句子级系统融合; 最小贝叶斯风险解码; 通用线性模型; 短语级系统融合; 词汇级系统融合; 构建混淆网络; 特征和特征权重的优化; 构建混淆网络的词对齐方法; 基于编辑距离的词对齐方法; 基于语料库单语句对的词对齐方法; 基于语言学知识的单语句对的词对齐方法; (2019-8-26)
198. 11.17, 译文质量评估方法; 概述; 技术指标; 主观评测指标; 自动评测指标; BLEU方法; NIST方法; mWER方法; mPER方法; GTM方法; METEOR方法; 相关评测; IWSLT口语翻译评测; NIST机器翻译评测; WMT机器翻译评测; CWMT机器翻译评测; 有关自动评测方法的评测; (2019-8-26)
199. Chapter 12, 语音翻译;
200. 12.1, 语音翻译的基本原理和特点; 语音翻译的基本原理; 语音翻译的特点; (2019-8-26)
201. 12.2, 语音翻译的研究现状; (2019-8-26)
202. 12.3, C-STAR, A-STAR和U-STAR; C-STAR概况; A-STAR和U-STAR; (2019-8-26)
203. 12.4, 系统与项目介绍; 短语翻译器Phraselator; Verbmobil口语翻译系统; ATR-MATRIX口语翻译系统; JANUS口语翻译系统; CASIA口语翻译系统; NESPOLE!语音翻译研究项目; (2019-8-30)
204. 12.5, 口语翻译方法; 基于对话行为分析的口语翻译方法; 基于句子类型的口语翻译方法; (2019-8-30)
205. Chapter 13, 文本分类与情感分类;
206. 13.1, 文本分类概述; (2019-8-30)
207. 13.2, 文本表示; 向量空间模型VSM; 向量的相似性度量; (2019-8-30)
208. 13.3, 文本特征选择方法; 基于文档频率的特征提取法; 信息增益法; X^2统计量; 互信息法; (2019-8-30)
209. 13.4, 特征权重计算方法; 布尔权重; 绝对词频; 倒排文档频度; TF-IDF; TFC; ITC; 熵权重; TF-IWF; (2019-8-30)
210. 13.5, 分类器设计; 朴素贝叶斯分类器; 支持向量机的分类器; k-最近邻法; 基于神经网络的分类器; 线性最小平方拟合法; 决策树分类器; 模糊分类器; Rocchio分类器; 基于投票的分类方法; bagging算法; boosting算法; (2019-8-30)
211. 13.6, 文本分类性能评测; 评测指标; 正确率, 召回率, F测度值; 微平均和宏平均; 相关评测; (2019-8-31)
212. 13.7, 情感分类; 按机器学习方法分类; 按研究问题分类; (2019-8-31)
213. Chapter 14, 信息检索与问答系统;
214. 14.1, 信息检索概要; 背景概述; indexing; relevance or similarity; 基本方法和模型; 布尔模型; 向量空间模型; 点积法; 余弦法; Dice方法; Jaccard方法; 概率模型; 语言模型; 倒排索引; 文档排序; (2019-8-31)
215. 14.2, 隐含语义标引模型; 隐含语义标引模型; 概率隐含语义标引模型; 弱指导的统计隐含语义标引模型; (2019-9-2)
216. 14.3, 检索系统评测; 检索系统评测指标; 准确率, 召回率和F测度值; P@10; R-precision; 最差x%个查询主题的准确率; 信息检索评测活动; TREC评测; NTCIR评测; 863评测; (2019-9-2)
217. 14.4, 问答系统; 概述; 系统构成; 基本方法; QA系统评测; List问题; Definition问题; Context问题; Passage问题; Other问题; (2019-9-2)
218. Chapter 15, 自动文摘与信息抽取;
219. 15,1, 自动文摘技术摘要; (2019-9-2)
220. 15.2, 多文档摘要; 问题与方法; 文摘评测; (2019-9-2)
221. 15.3, 信息抽取; 概述; 传统的信息抽取技术; 开放式信息抽取; 开放式实体抽取; 实体消歧; 实体聚类消歧法; 实体链接消歧法; 开放式实体关系抽取; (2019-9-2)
222. 15.4, 情感信息抽取; (2019-9-2)
223. 15.5, 情感分析技术评测; COAE评测; CCF TCCI评测; TAC评测; 实体链接entity-linking; 槽填充slot-filling; 冷启动知识库扩展cold start knowledge base population; (2019-9-2)
224. Chapter 16, 口语信息处理与人机对话系统;
225. 16.1, 汉语口语现象分析; 概述; 口语语言现象分析; 词长分布; 对话语句的长度分布; 词类分布统计; 非规范语言现象的出现几率; 冗余现象分析; 重复现象分析; (2019-9-2)
226. 16.2, 口语句子情感信息分析; 情感词汇分类; 口语句子情感信息分析; (2019-9-4)
227. 16.3, 面向中间表示的口语解析方法; 概述; 中间表示格式; 基于规则和HMM的统计解析方法; 词汇分类; 词义语块分析; 统计解析过程; 组块解释方法; IF的生成; 基于语义决策树的口语解析方法; (2019-9-4)
228. 16.4, 基于MDP的对话行为识别; (2019-9-4)
229. 16.5, 基于中间表示的口语生成方法; 基本思路; 微观规划器; 表层生成器; (2019-9-4)
230. 16.6, 人机对话系统; 系统组成; 语音识别器; 语言解析器; 问题求解模块; 语言生成器; 对话管理模块; 语音合成器; 相关研究; (2019-9-4)
231. -