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各位老师下午好，我是何老师19级的硕士生高也，我硕士论文的题目是基于自注意力机制的自知识蒸馏研究。
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在第一部分介绍知识蒸馏和自知识蒸馏的概念。
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本文从大类上属于图像分类模型，目的是尽可能提高图像的分类准确率。比如当把图中四张图像输入分类模型之后，希望模型对四张图像的预测标签分别是猫标签、虎标签、狗标签、狼标签。
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典型分类模型的网络结构如图所示。输入图像经过多层神经网络和softmax得出预测结果。

它的损失函数为预测结果和真实标签的交叉熵，通过梯度下降法将其最小化。

为了追求越来越优异的分类性能，神经网络的规模与日俱增。由于大型神经网络的训练需要昂贵的计算资源和时间成本，研究者提出知识蒸馏技术对大型神经网络进行压缩。
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知识蒸馏的主要思想是利用相似标签的信息，比如猫标签和虎标签、狗标签和狼标签。

它的网络结构如论文第2页的图1.1所示。红框里面的部分等同于刚才提到的典型的图像分类模型，称之为学生模型。红框外上方的神经网络称为教师模型，它的规模远远大于学生模型。红框外的教师模型和学生模型都使用了softmax(T)函数，表达式如论文第3页的式(1.1)所示，T称为蒸馏温度，其目的是让相似标签（比如猫和虎、狗和狼）的概率分布更为接近。

知识蒸馏模型的损失函数如论文第3页的式(1.2)所示，它由学生损失函数和蒸馏损失函数相加而成。通过这种方法把大型教师模型中的暗知识压缩到小型学生模型，提升学生模型的分类准确率。
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虽然传统的知识蒸馏模型取得了优异的成果，但是它依然有不足之处。它还是需要训练一个高容量的教师模型，这个训练过程需要大量的计算和存储资源。
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那么能否有一种知识蒸馏它不需要外部的教师模型？这就是自知识蒸馏模型。自知识蒸馏模型的特点是让神经网络蒸馏自己内部的知识，而不需要借助外部的教师模型。这里介绍的自蒸馏模型是BYOT模型，它的主要思想是考虑到深度神经网络的深层部分比浅层部分包含更高阶、更抽象的信息，因此可以利用神经网络的深层部分向浅层部分蒸馏暗知识。

BYOT网络结构如论文12页的图2.1所示。将神经网络根据其深度划分为几个浅层块和一个最深层块，在每个浅层块之下设置一个瓶颈层，一个全连接层和softmax(T)。每个浅层块和相应的瓶颈层、全连接层、softmax(T)组成一个浅层分类器，最深层块和其后的全连接层、softmax(T)组成最深层分类器。BYOT模型将所有浅层分类器视为学生模型，将最深层分类器视为教师模型，将最深层分类器的暗知识蒸馏到每一个浅层分类器。

BYOT模型的损失函数如论文14页的式(2.5)所示，它是三种损失函数的加和。第一种损失函数是真实标签的独热向量与每个分类器输出概率分布的交叉熵，第二种损失函数是最深层分类器输出的概率分布和每个浅层分类器输出的概率分布的相对熵，第三种损失函数是最深层块特征图和每个浅层块特征图的损失函数。
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让我们思考一下，能否进一步改进BYOT模型？它将作为学生模型的各个浅层块一视同仁直接相加，忽略了各个浅层块对最深层块的不同影响。这可能会造成一些暗知识的损失。
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那么，怎样才能有效区分和量化各个浅层块对最深层块的不同影响？
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本篇论文提出基于自注意力机制的自知识蒸馏模型，简称SKDSAM模型。它的主要思想是给BYOT模型增加自注意力机制，使自注意力机制通过训练“学习”得出各个浅层块对最深层块的不同影响，从而使不同深度网络层的信息能够更有效地聚合。

SKDSAM模型的网络结构如论文20页的图3.2所示，和BYOT模型相比，它在每一个浅层块和最深层块之间增加了自注意力机制。

SKDSAM模型的损失函数如论文26页的式(3.13)所示，它也是三种损失函数的加和。第一种损失函数是真实标签的独热向量与最深层分类器输出概率分布的交叉熵，第二种损失函数是最深层分离器输出概率分布和每个浅层分类器输出概率分布的相对熵，第三种损失函数是最深层块特征图和每个浅层块特征图的归一化损失函数。需要注意的是，相对熵和归一化损失函数相加以后，还需要乘以相应的注意力权重再与交叉熵相加。红框里为自注意力机制部分的损失函数。那么，怎样计算红框里的，图中自注意力的内部结构是什么？我们在下一页介绍。
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我们知道，计算自注意力需要、、和，计算流程如论文22页的图3.3所示。第个浅层块的特征图和最深层分类器的特征图，经过相应的非线性投影层，得到自注意力机制的和，如式(3.6)所示。再经过softmax(T’)层，计算的点积经过softmax即可得到注意力权重，如式(3.7)所示。每一个浅层块第二种损失函数和第三种损失函数的加和，即可得到。注意力权重和对应的相乘后累加，即可得到注意力部分的损失函数，如式(3.12)所示。注意这里的蒸馏温度T’和分类器中的蒸馏温度T是两个相互独立的温度。
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对SKDSAM模型的直观理解如论文23页的图3.4所示，它在每个浅层块和最深层块之间增加一个自注意力连接，经特征提取后得到自注意力机制的输入和；然后通过和计算出第个浅层块对应的注意力权重。计算得出的注意力权重即代表第个浅层块对于最深层块影响力的量化，从而解决了本部分一开始提出的问题。
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在第三部分通过实验比较了SKDSAM模型和其他自知识蒸馏模型的分类准确率。
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由于时间所限，我们只展示这一组实验结果，它是论文41页的表4.8。第一列代表SKDSAM模型和作为对比的各种自知识蒸馏模型，第二列和第三列分别代表各模型在CIFAR-100数据集和Tiny ImageNet数据集上的分类准确率。实验结果表明，SKDSAM模型具有比其他自知识蒸馏模型（尤其是作为对比的BYOT模型）更优异的分类准确率，达到了目前SOTA结果，这证实了使用注意力机制区分不同浅层块对最深层块影响是有效的。
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总结前面的内容，本文将自注意力机制和自知识蒸馏模型结合起来，使用自注意力机制量化自知识蒸馏模型中各个浅层块对最深层块的不同影响，达到了SOTA的分类准确率。
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以上就是讲述的全部内容，谢谢大家，请各位老师提问。