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Datasets

Size Instances

Splitting into training (70%) and testing (30%)

5 folds cross validation for hyperparameter tuning

Decision Tree

Features are computed from a digitized image of a fine needle aspirate (FNA) of a breast mass. They describe characteristics of the cell nuclei present in the image.

k-Nearest Neighbors

Model Complexity curve over k

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | Task | #Instances | #Attributes |  |  |  |  |  |  |
| HTRU2 | Binary Classification |  |  |  |  |  |  |  |  |
| Breast Cancer Wisconsin | Binary Classification | 683\* | 9\*\* | Real |  |  |  |  |  |

\*Removed 16 instances with missing data  
\*\*ID number attribute was dropped
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