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# Before Part 2

library(tidyverse)

## ── Attaching core tidyverse packages ──────────────────────── tidyverse 2.0.0 ──  
## ✔ dplyr 1.1.1 ✔ readr 2.1.4  
## ✔ forcats 1.0.0 ✔ stringr 1.5.0  
## ✔ ggplot2 3.4.1 ✔ tibble 3.2.1  
## ✔ lubridate 1.9.2 ✔ tidyr 1.3.0  
## ✔ purrr 1.0.1   
## ── Conflicts ────────────────────────────────────────── tidyverse\_conflicts() ──  
## ✖ dplyr::filter() masks stats::filter()  
## ✖ dplyr::lag() masks stats::lag()  
## ℹ Use the ]8;;http://conflicted.r-lib.org/conflicted package]8;; to force all conflicts to become errors

# Pull in data  
data<-read.csv('https://raw.githubusercontent.com/stedua22/6372-Project-2/main/bank-additional-full.csv',stringsAsFactors = T, sep=";")  
  
# Set levels to use for later  
data$y <- relevel(data$y, ref="yes")  
data$month <- factor(data$month, levels=c('mar','apr','may','jun','jul','aug','sep','oct','nov','dec'))  
data$day\_of\_week <- factor(data$day\_of\_week, levels=c('mon','tue','wed','thu','fri'))  
  
# Duration was removed since the dataset explanation file said that it was created after y variable was known, so shouldn't be used for prediction.  
data$duration <- c()  
data$default <- c()  
  
# Create the train and test split  
train\_perc <- .8  
set.seed(1234)  
train\_indices <- sample(nrow(data), floor(train\_perc \* nrow(data)))  
train\_data <- data[train\_indices, ]  
nrow(train\_data)

## [1] 32950

test\_data <- data[-train\_indices, ]   
nrow(test\_data)

## [1] 8238

#GLMNET Model

library(readr)  
library(GGally)

## Registered S3 method overwritten by 'GGally':  
## method from   
## +.gg ggplot2

library(caret)

## Loading required package: lattice

##   
## Attaching package: 'caret'

## The following object is masked from 'package:purrr':  
##   
## lift

library(ggcorrplot)  
# Prepare the matrix of predictors  
x <- model.matrix(~ . - 1 - y, data = train\_data) # Excludes the intercept and the response variable  
  
# Define the trainControl with classProbs enabled  
fitControl <- trainControl(method = "cv",   
 number = 10,   
 classProbs = TRUE, # Enable class probability predictions  
 summaryFunction = twoClassSummary) # Use a summary function for classification  
  
# Run the glmnet model  
set.seed(1234) # for reproducibility  
glmnet\_fit <- train(x, y = train\_data$y,   
 method = "glmnet",  
 trControl = fitControl,  
 tuneLength = 10, # Number of lambda values to test  
 metric = "ROC") # Optimize the model based on ROC curve  
  
# View the best model's lambda value and corresponding coefficients  
best\_lambda <- glmnet\_fit$bestTune$lambda  
coef(glmnet\_fit$finalModel, s = best\_lambda)

## 52 x 1 sparse Matrix of class "dgCMatrix"  
## s1  
## (Intercept) 1.271357e+02  
## age 6.288258e-04  
## jobadmin. -5.537285e-02  
## jobblue-collar 1.042755e-01  
## jobentrepreneur -3.234962e-03  
## jobhousemaid -1.306103e-02  
## jobmanagement .   
## jobretired -3.078555e-01  
## jobself-employed 3.618493e-02  
## jobservices 5.156474e-02  
## jobstudent -2.873845e-01  
## jobtechnician .   
## jobunemployed 5.206854e-02  
## jobunknown 7.563443e-02  
## maritalmarried -2.397840e-02  
## maritalsingle -2.912019e-02  
## maritalunknown -4.058666e-01  
## educationbasic.6y .   
## educationbasic.9y 2.706680e-02  
## educationhigh.school -1.043184e-02  
## educationilliterate -3.876507e-01  
## educationprofessional.course -6.937688e-02  
## educationuniversity.degree -1.123063e-01  
## educationunknown -6.533999e-02  
## housingunknown 8.105645e-02  
## housingyes 3.384646e-02  
## loanunknown 1.362202e-02  
## loanyes 4.709627e-02  
## contacttelephone 6.154443e-01  
## monthapr 1.206473e+00  
## monthmay 1.744218e+00  
## monthjun 1.548731e+00  
## monthjul 1.116250e+00  
## monthaug 8.789533e-01  
## monthsep 1.219657e+00  
## monthoct 1.305819e+00  
## monthnov 1.619636e+00  
## monthdec 7.376210e-01  
## day\_of\_weektue -2.501461e-01  
## day\_of\_weekwed -3.222477e-01  
## day\_of\_weekthu -2.604626e-01  
## day\_of\_weekfri -2.037529e-01  
## campaign 4.271160e-02  
## pdays 9.320162e-04  
## previous 6.642481e-02  
## poutcomenonexistent -3.905654e-01  
## poutcomesuccess -9.262589e-01  
## emp.var.rate 1.023679e+00  
## cons.price.idx -1.356221e+00  
## cons.conf.idx -2.066279e-02  
## euribor3m -1.918785e-01  
## nr.employed .

There definitely is a change in the data over time. We may re-visit this later on.

# Objective 1: Simple Logistic Regerssion Model

We used a combination of forward and backward selection to determine a simple logistic regression model that performed well on the data. We did this by adding each variable to a model, and then doing Cross Validation to test the out of sample data on AUROC (Area under the ROC curve). We used 10 folds. After we chose the first variable, we then did this to add more variables to see if those increased the AUROC. We also tried removing variables (once we got three of them) to see if that improved the score. Below, I included example code for this logic. It takes several minutes to run though, so it is not set to evaluate the code. One caveat is that since the Default variable only has 2 Yes values, it can cause errors sometimes during the cross validation. This happens when the training data (a randomly chosen 90%) doesn’t have either of those values, and the test data (the other 10%) has both of them. This only happens 1% of the time, but when you are running 100s of tests, this happens regularly. And since Default didn’t increase the AUROC much anyways, we decided to drop the variable.

train\_data$default <- c()

# Forward Selection Example  
set.seed(21)  
vars <- names(train\_data)  
vars <- vars[vars!="y"]  
num\_vars <- length(vars)  
var\_aucs <- data.frame("vars" = vars)  
num\_folds <- 10  
for (j in 1:num\_vars) {  
 var <- vars[j]  
 print(var)  
 folds <- createFolds(train\_data$y, k = num\_folds)  
 auc\_scores <- numeric(num\_folds)  
 for (i in 1:num\_folds) {  
 train\_indices <- unlist(folds[-i])  
 test\_indices <- unlist(folds[i])  
 train <- train\_data[train\_indices, ]  
 test <- train\_data[test\_indices, ]  
 form <- as.formula(paste("y ~ ",var,sep=""))  
 model <- glm(form, data = train, family = "binomial")  
 predictions <- predict(model, newdata = test, type = "response")  
 roc <- roc(response=test$y,predictor=predictions,levels=c("no", "yes"),direction = ">")  
 auc\_scores[i] <- auc(roc)  
 }  
 var\_aucs$auc[var\_aucs$var == var] <- mean(auc\_scores)  
}  
  
# Backward selection example  
set.seed(24)  
start\_form\_str <- 'y ~ nr.employed + month + poutcome'  
vars <- c('nr.employed','month','poutcome')  
num\_vars <- length(vars)  
var\_aucs <- data.frame("vars" = vars)  
num\_folds <- 10  
for (j in 1:num\_vars) {  
 var <- vars[j]  
 print(var)  
 folds <- createFolds(train\_data$y, k = num\_folds)  
 auc\_scores <- numeric(num\_folds)  
 for (i in 1:num\_folds) {  
 train\_indices <- unlist(folds[-i])  
 test\_indices <- unlist(folds[i])  
 train <- train\_data[train\_indices, ]  
 test <- train\_data[test\_indices, ]  
 form <- as.formula(paste(start\_form\_str," -",var,sep=""))  
 model <- glm(form, data = train, family = "binomial")  
 predictions <- predict(model, newdata = test, type = "response")  
 roc <- roc(response=test$y,predictor=predictions,levels=c("no", "yes"),direction = ">")  
 auc\_scores[i] <- auc(roc)  
 }  
 var\_aucs$auc[var\_aucs$var == var] <- mean(auc\_scores)  
}

After we did this until the AUROC didn’t increase any more, the resulting model was y ~ month + poutcome + emp.var.rate + euribor3m + contact + cons.price.idx. We then checked the p values and VIR to see if it made sense to keep all of those variables.

library(car)

## Loading required package: carData

##   
## Attaching package: 'car'

## The following object is masked from 'package:dplyr':  
##   
## recode

## The following object is masked from 'package:purrr':  
##   
## some

model <- glm(y ~ month + poutcome + emp.var.rate + euribor3m + contact + cons.price.idx, data = train\_data, family = "binomial")  
summary(model)

##   
## Call:  
## glm(formula = y ~ month + poutcome + emp.var.rate + euribor3m +   
## contact + cons.price.idx, family = "binomial", data = train\_data)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.7180 0.2565 0.3225 0.3652 2.0610   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) 165.34420 9.72777 16.997 < 2e-16 \*\*\*  
## monthapr 1.48149 0.11493 12.891 < 2e-16 \*\*\*  
## monthmay 1.95366 0.10893 17.936 < 2e-16 \*\*\*  
## monthjun 1.99307 0.13976 14.261 < 2e-16 \*\*\*  
## monthjul 1.34672 0.12631 10.662 < 2e-16 \*\*\*  
## monthaug 0.77035 0.11695 6.587 4.48e-11 \*\*\*  
## monthsep 1.23224 0.14671 8.399 < 2e-16 \*\*\*  
## monthoct 1.48029 0.15076 9.819 < 2e-16 \*\*\*  
## monthnov 1.93888 0.13899 13.950 < 2e-16 \*\*\*  
## monthdec 0.88523 0.21637 4.091 4.29e-05 \*\*\*  
## poutcomenonexistent -0.41002 0.06036 -6.793 1.10e-11 \*\*\*  
## poutcomesuccess -1.81692 0.08686 -20.919 < 2e-16 \*\*\*  
## emp.var.rate 1.50678 0.10080 14.948 < 2e-16 \*\*\*  
## euribor3m -0.53296 0.07687 -6.933 4.12e-12 \*\*\*  
## contacttelephone 0.63484 0.06856 9.260 < 2e-16 \*\*\*  
## cons.price.idx -1.73621 0.10191 -17.037 < 2e-16 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 23269 on 32949 degrees of freedom  
## Residual deviance: 18332 on 32934 degrees of freedom  
## AIC: 18364  
##   
## Number of Fisher Scoring iterations: 6

vif(model)

## GVIF Df GVIF^(1/(2\*Df))  
## month 6.253389 9 1.107207  
## poutcome 1.288981 2 1.065520  
## emp.var.rate 76.465448 1 8.744452  
## euribor3m 51.138803 1 7.151140  
## contact 1.990009 1 1.410677  
## cons.price.idx 11.218806 1 3.349449

The p values were all significant at the 0.05 level, but there was a high amount of correlation between emp.var.rate and euribor3m. So we removed euribor3m to see if that didn’t make the model too much worse.

library(caret)  
library(pROC)

## Type 'citation("pROC")' for a citation.

##   
## Attaching package: 'pROC'

## The following objects are masked from 'package:stats':  
##   
## cov, smooth, var

set.seed(80)  
form <- as.formula('y ~ month + poutcome + emp.var.rate + contact + cons.price.idx')  
num\_folds <- 10  
folds <- createFolds(train\_data$y, k = num\_folds)  
accuracy\_scores <- numeric(num\_folds)  
auc\_scores <- numeric(num\_folds)  
for (i in 1:num\_folds) {  
 train\_indices <- unlist(folds[-i])  
 test\_indices <- unlist(folds[i])  
 train <- train\_data[train\_indices, ]  
 test <- train\_data[test\_indices, ]  
 model <- glm(form, data = train, family = "binomial")  
 predictions <- predict(model, newdata = test, type = "response")  
 roc <- roc(response=test$y,predictor=predictions,levels=c("no", "yes"),direction = ">")  
 auc\_scores[i] <- auc(roc)  
}  
mean(auc\_scores)

## [1] 0.7917643

It wasn’t too much worse. And removing the correlation between those two variables makes the model easier to interpret.

model <- glm(y ~ month + poutcome + emp.var.rate + contact + cons.price.idx, data = train\_data, family = "binomial")  
summary(model)

##   
## Call:  
## glm(formula = y ~ month + poutcome + emp.var.rate + contact +   
## cons.price.idx, family = "binomial", data = train\_data)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.7139 0.2257 0.3265 0.3616 1.9460   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) 108.53001 5.14668 21.087 < 2e-16 \*\*\*  
## monthapr 1.36684 0.11411 11.979 < 2e-16 \*\*\*  
## monthmay 1.88593 0.10846 17.388 < 2e-16 \*\*\*  
## monthjun 1.47245 0.11859 12.416 < 2e-16 \*\*\*  
## monthjul 1.02367 0.11750 8.712 < 2e-16 \*\*\*  
## monthaug 0.69115 0.11645 5.935 2.94e-09 \*\*\*  
## monthsep 1.01545 0.14351 7.076 1.49e-12 \*\*\*  
## monthoct 1.03319 0.13677 7.554 4.21e-14 \*\*\*  
## monthnov 1.44456 0.11940 12.098 < 2e-16 \*\*\*  
## monthdec 0.55440 0.21012 2.638 0.00833 \*\*   
## poutcomenonexistent -0.43221 0.05976 -7.232 4.75e-13 \*\*\*  
## poutcomesuccess -1.81937 0.08629 -21.083 < 2e-16 \*\*\*  
## emp.var.rate 0.82587 0.02213 37.325 < 2e-16 \*\*\*  
## contacttelephone 0.43524 0.06009 7.244 4.37e-13 \*\*\*  
## cons.price.idx -1.14550 0.05491 -20.863 < 2e-16 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 23269 on 32949 degrees of freedom  
## Residual deviance: 18379 on 32935 degrees of freedom  
## AIC: 18409  
##   
## Number of Fisher Scoring iterations: 6

vif(model)

## GVIF Df GVIF^(1/(2\*Df))  
## month 2.394736 9 1.049711  
## poutcome 1.274785 2 1.062574  
## emp.var.rate 3.656646 1 1.912236  
## contact 1.506607 1 1.227439  
## cons.price.idx 3.284604 1 1.812348

Now the VIFs are much more resonable without euribor3m. So we chose the simpler model for our Simple Logistic Regression Model.

Now that we have a model, we look at the model coefficients for interpretations.

train\_data$y <- relevel(train\_data$y, ref="no")  
mod <- glm(y ~ month + poutcome + emp.var.rate + contact + cons.price.idx, data = train\_data, family = "binomial")  
summary(mod)

##   
## Call:  
## glm(formula = y ~ month + poutcome + emp.var.rate + contact +   
## cons.price.idx, family = "binomial", data = train\_data)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -1.9460 -0.3616 -0.3265 -0.2257 2.7139   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -108.53001 5.14668 -21.087 < 2e-16 \*\*\*  
## monthapr -1.36684 0.11411 -11.979 < 2e-16 \*\*\*  
## monthmay -1.88593 0.10846 -17.388 < 2e-16 \*\*\*  
## monthjun -1.47245 0.11859 -12.416 < 2e-16 \*\*\*  
## monthjul -1.02367 0.11750 -8.712 < 2e-16 \*\*\*  
## monthaug -0.69115 0.11645 -5.935 2.94e-09 \*\*\*  
## monthsep -1.01545 0.14351 -7.076 1.49e-12 \*\*\*  
## monthoct -1.03319 0.13677 -7.554 4.21e-14 \*\*\*  
## monthnov -1.44456 0.11940 -12.098 < 2e-16 \*\*\*  
## monthdec -0.55440 0.21012 -2.638 0.00833 \*\*   
## poutcomenonexistent 0.43221 0.05976 7.232 4.75e-13 \*\*\*  
## poutcomesuccess 1.81937 0.08629 21.083 < 2e-16 \*\*\*  
## emp.var.rate -0.82587 0.02213 -37.325 < 2e-16 \*\*\*  
## contacttelephone -0.43524 0.06009 -7.244 4.37e-13 \*\*\*  
## cons.price.idx 1.14550 0.05491 20.863 < 2e-16 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 23269 on 32949 degrees of freedom  
## Residual deviance: 18379 on 32935 degrees of freedom  
## AIC: 18409  
##   
## Number of Fisher Scoring iterations: 6

odds\_ratio <- exp(mod$coefficients)  
confident\_interval <- exp(confint(mod))

## Waiting for profiling to be done...

train\_data$y <- relevel(train\_data$y, ref="yes")

Interpretations (interpreting individually):

Monthapr The odds of getting the clients subscribing to a term deposit in the month of April is 0.255 times lower than that of subscribing in the month of March with a CI of (0.204, 0.319)

Monthmay The odds of getting the clients subscribing to a term deposit in the month of May is 0.152 times lower than that of subscribing in the month of March with a CI of (0.123, 0.188)

Monthjun The odds of getting the clients subscribing to a term deposit in the month of June is 0.229 times lower than that of subscribing in the month of March with a CI of (0.182, 0.289).

Monthjul The odds of getting the clients subscribing to a term deposit in the month of July is 0.359 times lower than that of subscribing in the month of March with a CI of (0.285, 0.452).

Monthaug The odds of getting the clients subscribing to a term deposit in the month of August is 0.500 times lower than that of subscribing in the month of March with a CI of (0.399, 0.629)

Monthsep The odds of getting the clients subscribing to a term deposit in the month of September is 0.362 times lower than that of subscribing in the month of March with a CI of (0.273, 0.479)

Monthoct The odds of getting the clients subscribing to a term deposit in the month of October is 0.356 times lower than that of subscribing in the month of March with a CI of (0.272, 0.465)

Monthnov The odds of getting the clients subscribing to a term deposit in the month of November is 0.236 times lower than that of subscribing in the month of March with a CI of (0.187, 0.298)

Monthdec The odds of getting the clients subscribing to a term deposit in the month of December is 0.574 times lower than that of subscribing in the month of March with a CI of (0.380, 0.868)

poutcomenonexistent The odds of getting the clients subscribing to a term deposit based on a nonexistent outcome of the previous campaign is 1.54 times higher than that of a failed outcome with a CI of (1.37, 1.73)

poutcomesuccess The odds of getting the clients subscribing to a term deposit based on a succesful outcome of the previous campaign is 6.17 times higher than that of a failed outcome with a CI of (5.21, 7.31)

emp.var.rate For every 1 unit increase in customer subscription to a term deposit, the odds of the customer subscribing based on the employment variation rate decreases by 56.2% with a CI of (58.1%, 54.3%)

contacttelephone The odds of getting the clients subscribing to a term deposit based on the contact communication type is 0.647 times lower than that of subscribing by cell phone with a CI of (0.575, 0.728)

cons,price.idx For every 1 unit increase in customer subscription to a term deposit, the odds of the customer subscribing based on the consumers price index increases by a factor of 3.14 with a CI of (2.82, 3.50)

# Objective 2: Complex Logistic Regerssion Model

For the second model, we looked into adding polynomial terms and/or interaction terms to the regression model.

## Polynomial Terms

To see if it made sense to add some polynomial terms we looked at what happened with adding those for Number of Employees, since that was the first variable added during Forward Selection (although it got removed later).

library(tidyverse)  
  
# Make a nr.employed^2 variable  
train\_data$ne2 = (train\_data$nr.employed)^2  
  
# Plot nr.employed  
summary <- train\_data %>%  
 group\_by(nr.employed,y) %>%  
 summarize(count=n())

## `summarise()` has grouped output by 'nr.employed'. You can override using the  
## `.groups` argument.

summary$perc <- 0  
summary$perc[summary$y == 'no'] <- summary$count[summary$y == 'no'] / nrow(train\_data[train\_data$y == 'no',]) \* 100  
summary$perc[summary$y == 'yes'] <- summary$count[summary$y == 'yes'] / nrow(train\_data[train\_data$y == 'yes',]) \* 100  
summary %>% ggplot(aes(x=nr.employed,y=perc,fill=y)) + geom\_bar(stat="identity") + facet\_wrap(~y) +   
 ylab('Percentage') + xlab('Number Employed') + ggtitle('Number Employed Based on Y Value')
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# Plot nr.employed^2  
summary <- train\_data %>%  
 group\_by(ne2,y) %>%  
 summarize(count=n())

## `summarise()` has grouped output by 'ne2'. You can override using the `.groups`  
## argument.

summary$perc <- 0  
summary$perc[summary$y == 'no'] <- summary$count[summary$y == 'no'] / nrow(train\_data[train\_data$y == 'no',]) \* 100  
summary$perc[summary$y == 'yes'] <- summary$count[summary$y == 'yes'] / nrow(train\_data[train\_data$y == 'yes',]) \* 100  
summary %>% ggplot(aes(x=ne2,y=perc,fill=y)) + geom\_bar(stat="identity") + facet\_wrap(~y) +   
 ylab('Percentage') + xlab('Number Employed') + ggtitle('Number Employed Squared Based on Y Value')
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# Maybe just plot the improvement of out of sample AUC  
set.seed(120)  
vars <- 'nr.employed'  
allVars <- vars  
num\_poly <- 10  
for (i in 1:length(vars)){  
 for (j in 2:num\_poly){  
 if (class(train\_data[,vars[i]]) != "factor") {  
 allVars <- c(allVars,paste('poly(',vars[i],',',j,')',sep=""))  
 }  
 }  
}  
num\_vars <- length(allVars)  
var\_aucs <- data.frame("vars" = allVars)  
num\_folds <- 10  
for (j in 1:num\_vars) {  
 var <- allVars[j]  
 print(var)  
 folds <- createFolds(train\_data$y, k = num\_folds)  
 auc\_scores <- numeric(num\_folds)  
 for (i in 1:num\_folds) {  
 train\_indices <- unlist(folds[-i])  
 test\_indices <- unlist(folds[i])  
 train <- train\_data[train\_indices, ]  
 test <- train\_data[test\_indices, ]  
 form <- as.formula(paste("y ~ ",var,sep=""))  
 model <- glm(form, data = train, family = "binomial")  
 predictions <- predict(model, newdata = test, type = "response")  
 roc <- roc(response=test$y,predictor=predictions,levels=c("no", "yes"),direction = ">")  
 auc\_scores[i] <- auc(roc)  
 }  
 var\_aucs$auc[var\_aucs$var == var] <- mean(auc\_scores)  
}

## [1] "nr.employed"  
## [1] "poly(nr.employed,2)"  
## [1] "poly(nr.employed,3)"  
## [1] "poly(nr.employed,4)"  
## [1] "poly(nr.employed,5)"  
## [1] "poly(nr.employed,6)"  
## [1] "poly(nr.employed,7)"  
## [1] "poly(nr.employed,8)"  
## [1] "poly(nr.employed,9)"  
## [1] "poly(nr.employed,10)"

# Get max val  
maxAUC <- max(var\_aucs$auc, na.rm = TRUE)  
maxDeg <- which.max(var\_aucs$auc)  
  
# Looking at the p values for the highest degree model  
model <- glm(form, data = train\_data, family = "binomial")  
summary(model)

##   
## Call:  
## glm(formula = form, family = "binomial", data = train\_data)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.6432 0.2485 0.3321 0.3578 1.2860   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) 2.44760 0.02338 104.676 < 2e-16 \*\*\*  
## poly(nr.employed, 10)1 156.34441 3.19323 48.961 < 2e-16 \*\*\*  
## poly(nr.employed, 10)2 -44.45416 3.14126 -14.152 < 2e-16 \*\*\*  
## poly(nr.employed, 10)3 -51.90203 4.32051 -12.013 < 2e-16 \*\*\*  
## poly(nr.employed, 10)4 4.92844 2.83743 1.737 0.082398 .   
## poly(nr.employed, 10)5 26.51619 2.34879 11.289 < 2e-16 \*\*\*  
## poly(nr.employed, 10)6 30.20002 3.42973 8.805 < 2e-16 \*\*\*  
## poly(nr.employed, 10)7 8.50557 3.68814 2.306 0.021100 \*   
## poly(nr.employed, 10)8 -2.79958 2.14882 -1.303 0.192628   
## poly(nr.employed, 10)9 11.69125 3.00755 3.887 0.000101 \*\*\*  
## poly(nr.employed, 10)10 -7.20951 2.02859 -3.554 0.000379 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 23269 on 32949 degrees of freedom  
## Residual deviance: 19131 on 32939 degrees of freedom  
## AIC: 19153  
##   
## Number of Fisher Scoring iterations: 6

# Plot the AUC improving  
var\_aucs %>% ggplot(aes(x=1:10, y=auc)) + geom\_point() + ylim(c(0.7,0.8)) +   
 ylab('AUC') + xlab('Polynomial Degree') + ggtitle('Out of Sample AUC for nr.employed') +   
 geom\_point(data = data.frame(x = maxDeg, y = maxAUC),   
 aes(x = x, y = y), size = 2, color = "red", fill = "red", shape = 21)
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We will proceed with trying forward selection using polynomial terms. Using up to the 10th degree term seems like it should be sufficient.

## Variable Interactions

Variable interactions are often present that affect numeric response variables. Usually to show that, you can plot. To see if there are possible interactions, let’s try with a coloring a couple of interactions.

# Try plotting month by contact  
train\_data %>% ggplot(aes(x=month,y=contact,color=y)) + geom\_jitter() +   
 ylab('Month') + xlab('Contact') + ggtitle('Term Deposit for Month and Contact')
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# Looking at model  
model <- glm('y ~ month\*contact', data = train\_data, family = "binomial")  
summary(model)

##   
## Call:  
## glm(formula = "y ~ month\*contact", family = "binomial", data = train\_data)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.6172 0.2573 0.4524 0.4794 1.2668   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -0.09097 0.10061 -0.904 0.36588   
## monthapr 1.44852 0.11528 12.565 < 2e-16 \*\*\*  
## monthmay 2.19672 0.11155 19.692 < 2e-16 \*\*\*  
## monthjun 0.37338 0.12758 2.927 0.00343 \*\*   
## monthjul 2.31893 0.11155 20.788 < 2e-16 \*\*\*  
## monthaug 2.19520 0.11095 19.786 < 2e-16 \*\*\*  
## monthsep 0.16392 0.14336 1.143 0.25287   
## monthoct 0.31811 0.13822 2.301 0.02137 \*   
## monthnov 2.27145 0.11756 19.322 < 2e-16 \*\*\*  
## monthdec -0.11667 0.21208 -0.550 0.58224   
## contacttelephone 0.36541 0.32055 1.140 0.25431   
## monthapr:contacttelephone -0.57305 0.37493 -1.528 0.12640   
## monthmay:contacttelephone 0.92049 0.33152 2.777 0.00549 \*\*   
## monthjun:contacttelephone 2.34176 0.33919 6.904 5.06e-12 \*\*\*  
## monthjul:contacttelephone 0.39625 0.36151 1.096 0.27305   
## monthaug:contacttelephone -0.59236 0.38226 -1.550 0.12123   
## monthsep:contacttelephone 0.70108 0.44236 1.585 0.11300   
## monthoct:contacttelephone -0.03293 0.38399 -0.086 0.93166   
## monthnov:contacttelephone -0.50233 0.36799 -1.365 0.17223   
## monthdec:contacttelephone 0.60437 0.58918 1.026 0.30499   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 23269 on 32949 degrees of freedom  
## Residual deviance: 20600 on 32930 degrees of freedom  
## AIC: 20640  
##   
## Number of Fisher Scoring iterations: 6

# Try plotting month by day of week  
train\_data %>% ggplot(aes(x=month,y=day\_of\_week,color=y)) + geom\_jitter() +   
 ylab('Month') + xlab('Day of Week') + ggtitle('Term Deposit for Month and Day of Week')
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# Looking at model  
model <- glm('y ~ month\*day\_of\_week', data = train\_data, family = "binomial")  
summary(model)

##   
## Call:  
## glm(formula = "y ~ month\*day\_of\_week", family = "binomial", data = train\_data)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.4220 0.3623 0.4223 0.4727 1.4132   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) 0.312872 0.187972 1.664 0.096020 .   
## monthapr 1.827194 0.233674 7.819 5.31e-15 \*\*\*  
## monthmay 2.278239 0.206389 11.039 < 2e-16 \*\*\*  
## monthjun 1.730202 0.213119 8.118 4.72e-16 \*\*\*  
## monthjul 2.162129 0.216775 9.974 < 2e-16 \*\*\*  
## monthaug 1.979662 0.218099 9.077 < 2e-16 \*\*\*  
## monthsep 0.337715 0.314228 1.075 0.282489   
## monthoct 0.435845 0.278242 1.566 0.117249   
## monthnov 1.977134 0.234519 8.431 < 2e-16 \*\*\*  
## monthdec -0.158722 0.372167 -0.426 0.669758   
## day\_of\_weektue -0.696831 0.266651 -2.613 0.008968 \*\*   
## day\_of\_weekwed -0.772405 0.321428 -2.403 0.016259 \*   
## day\_of\_weekthu -0.055043 0.295758 -0.186 0.852359   
## day\_of\_weekfri -0.430655 0.307183 -1.402 0.160930   
## monthapr:day\_of\_weektue -0.659116 0.336886 -1.956 0.050407 .   
## monthmay:day\_of\_weektue 0.983982 0.295241 3.333 0.000860 \*\*\*  
## monthjun:day\_of\_weektue 0.506141 0.303830 1.666 0.095739 .   
## monthjul:day\_of\_weektue 0.521733 0.304277 1.715 0.086407 .   
## monthaug:day\_of\_weektue 0.427297 0.304207 1.405 0.160132   
## monthsep:day\_of\_weektue 0.112202 0.422507 0.266 0.790577   
## monthoct:day\_of\_weektue 0.148785 0.383220 0.388 0.697832   
## monthnov:day\_of\_weektue 0.496488 0.325825 1.524 0.127562   
## monthdec:day\_of\_weektue 0.003684 0.632825 0.006 0.995355   
## monthapr:day\_of\_weekwed -0.514429 0.377348 -1.363 0.172796   
## monthmay:day\_of\_weekwed 0.872195 0.343141 2.542 0.011028 \*   
## monthjun:day\_of\_weekwed 0.797344 0.355250 2.244 0.024803 \*   
## monthjul:day\_of\_weekwed 0.608365 0.353901 1.719 0.085610 .   
## monthaug:day\_of\_weekwed 0.493582 0.354500 1.392 0.163821   
## monthsep:day\_of\_weekwed 0.041774 0.454737 0.092 0.926805   
## monthoct:day\_of\_weekwed 0.233983 0.428858 0.546 0.585344   
## monthnov:day\_of\_weekwed 0.670189 0.372352 1.800 0.071879 .   
## monthdec:day\_of\_weekwed 0.243561 0.599916 0.406 0.684749   
## monthapr:day\_of\_weekthu -1.284675 0.338186 -3.799 0.000145 \*\*\*  
## monthmay:day\_of\_weekthu 0.193431 0.321553 0.602 0.547473   
## monthjun:day\_of\_weekthu 0.282541 0.335666 0.842 0.399938   
## monthjul:day\_of\_weekthu -0.028636 0.330096 -0.087 0.930869   
## monthaug:day\_of\_weekthu -0.018694 0.331765 -0.056 0.955064   
## monthsep:day\_of\_weekthu -0.470381 0.438986 -1.072 0.283936   
## monthoct:day\_of\_weekthu -0.442359 0.401626 -1.101 0.270714   
## monthnov:day\_of\_weekthu -0.033120 0.350090 -0.095 0.924630   
## monthdec:day\_of\_weekthu -0.159732 0.558543 -0.286 0.774894   
## monthapr:day\_of\_weekfri 0.426120 0.367607 1.159 0.246385   
## monthmay:day\_of\_weekfri 0.449520 0.329336 1.365 0.172275   
## monthjun:day\_of\_weekfri 0.759834 0.343928 2.209 0.027155 \*   
## monthjul:day\_of\_weekfri -0.007922 0.343393 -0.023 0.981596   
## monthaug:day\_of\_weekfri 0.061498 0.342213 0.180 0.857382   
## monthsep:day\_of\_weekfri 0.239600 0.450654 0.532 0.594953   
## monthoct:day\_of\_weekfri -0.208862 0.415835 -0.502 0.615476   
## monthnov:day\_of\_weekfri 0.209000 0.361374 0.578 0.563030   
## monthdec:day\_of\_weekfri 0.681970 0.637079 1.070 0.284411   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 23269 on 32949 degrees of freedom  
## Residual deviance: 21314 on 32900 degrees of freedom  
## AIC: 21414  
##   
## Number of Fisher Scoring iterations: 5

It looks like there is some promise for variable interactions. When looking at Month vs Day of Week, certain months have days that have a different distribution of yes and no. And certain days have months that have a different distribution. Some of the interaction terms also have significant p values. We will also include interaction terms in the Forward Selection, along with the polynomial terms. Below is some example code (not being evaluate, because it takes over an hour to finish) of adding all the single variables, polynomial variables, and interaction terms to the model.

set.seed(70)  
vars <- colnames(train\_data)  
vars <- vars[vars!="y"]  
allVars <- vars  
num\_poly <- 10  
for (i in 1:length(vars)){  
 for (j in 2:num\_poly){  
 if (class(train\_data[,vars[i]]) != "factor") {  
 allVars <- c(allVars,paste('poly(',vars[i],',',j,')',sep=""))  
 }  
 }  
}  
for (i in 1:length(vars)){  
 for (j in 1:i){  
 if(vars[i]!=vars[j]) {  
 allVars <- c(allVars,paste(vars[i],'\*',vars[j],sep=''))  
 }  
 }  
}  
# These variables need to be removed so the code doesn't error out  
allVars <- allVars[allVars!="poly(pdays,6)"]   
allVars <- allVars[allVars!="poly(pdays,7)"]  
allVars <- allVars[allVars!="poly(pdays,8)"]  
allVars <- allVars[allVars!="poly(pdays,9)"]  
allVars <- allVars[allVars!="poly(pdays,10)"]  
allVars <- allVars[allVars!="poly(previous,7)"]  
allVars <- allVars[allVars!="poly(previous,8)"]  
allVars <- allVars[allVars!="poly(previous,9)"]  
allVars <- allVars[allVars!="poly(previous,10)"]  
allVars <- allVars[allVars!="poly(emp.var.rate,10)"]  
var\_aucs <- data.frame("vars" = allVars)  
num\_vars <- length(allVars)  
num\_folds <- 10  
start\_num <- 124  
for (j in start\_num:num\_vars) {  
 var <- allVars[j]  
 print(paste(j,'/',num\_vars,': ',var,sep=''))  
 folds <- createFolds(train\_data$y, k = num\_folds)  
 auc\_scores <- numeric(num\_folds)  
 for (i in 1:num\_folds) {  
 train\_indices <- unlist(folds[-i])  
 test\_indices <- unlist(folds[i])  
 train <- train\_data[train\_indices, ]  
 test <- train\_data[test\_indices, ]  
 form <- as.formula(paste("y ~ ",var,sep=""))  
 model <- glm(form, data = train, family = "binomial")  
 predictions <- predict(model, newdata = test, type = "response")  
 roc <- roc(response=test$y,predictor=predictions,levels=c("no", "yes"),direction = ">")  
 auc\_scores[i] <- auc(roc)  
 }  
 var\_aucs$auc[var\_aucs$var == var] <- mean(auc\_scores)  
}

After several iterations of this (plus Backwards Selection), we arrived at the final model: y ~ poly(cons.conf.idx,10) + pdays + day\_of\_week \* month + month \* contact + cons.conf.idx \* housing + poutcome \* previous + poly(campaign,5) + poly(euribor3m,8) + campaign \* month + cons.conf.idx \* age + poly(previous,6) + campaign \* contact + poly(age,3).

## Adding PCA

Since our earlier PCA analysis looked promising, I tried adding PC1 to the model.

# PCA  
df.numeric <- train\_data[ , sapply(train\_data, is.numeric)]  
pc.result<-prcomp(df.numeric,scale.=TRUE)  
pc.scores<-pc.result$x  
pc.scores<-data.frame(pc.scores)  
  
# Trying out adding PC1  
train\_data$PC1 <- pc.scores$PC1  
set.seed(134)  
form <- as.formula('y ~ PC1 + poly(cons.conf.idx,10) + pdays + day\_of\_week\*month + month\*contact + cons.conf.idx\*housing + poutcome\*previous + poly(campaign,5) + poly(euribor3m,8) + campaign\*month + cons.conf.idx\*age + poly(previous,6) + campaign\*contact + poly(age,3)')  
num\_folds <- 10  
folds <- createFolds(train\_data$y, k = num\_folds)  
accuracy\_scores <- numeric(num\_folds)  
auc\_scores <- numeric(num\_folds)  
for (i in 1:num\_folds) {  
 train\_indices <- unlist(folds[-i])  
 test\_indices <- unlist(folds[i])  
 train <- train\_data[train\_indices, ]  
 test <- train\_data[test\_indices, ]  
 model <- glm(form, data = train, family = "binomial")  
 predictions <- predict(model, newdata = test, type = "response")  
 roc <- roc(response=test$y,predictor=predictions,levels=c("no", "yes"),direction = ">")  
 auc\_scores[i] <- auc(roc)  
}  
mean(auc\_scores)

## [1] 0.8026035

The AUC value was slightly worse than it was when PC1 wasn’t there. So we’ll just use the formula derived above.

## Support Vector Machine (SVM)

For a non-parametric model, we tried Support Vector Machines (SVM). These are a type of non-parametric model that try to form a line, plane, hyper-plan between datapoints.

They had three important hyper parameters: the kernal, gamma, and the cost. The kernal would be the type of fit. Possible values are linear, polynomial, radial, etc. Gamma sets the curvature of the separating hyper-plane. A higher Gamma values means more curvature. The Cost parameter sets how much error points it wants to classify on. The higher the Cost, the worse it predicts on the training set errors (and hope isn’t overfitting).

Here is some example code for training the SVM. It takes over half an hour to train even fairly simple models, so it isn’t set to execute.

form <- as.formula("y ~ euribor3m + month + poutcome + contact + cons.conf.idx + campaign + previous + age + housing + day\_of\_week")  
svm\_model <- svm(form, data = train\_data, kernel = "radial", gamma = 1, cost = 1, probability = TRUE, decision.values = TRUE)  
predictions <- predict(svm\_model, newdata = train\_data, probability = TRUE, decision.values = TRUE)  
probs <- attr(predictions,"probabilities")[,'yes']  
predicted\_classes <- ifelse(probs > .083, 'yes','no')   
confusion\_matrix <- confusionMatrix(as.factor(predicted\_classes), as.factor(train\_data$y))  
confusion\_matrix # PPV = 0.69, Sens = 0.62  
confusion\_matrix$byClass['F1'] # 0.65  
roc <- roc(response=train\_data$y,predictor=probs,levels=c("yes", "no"),direction = ">")  
auc(roc) # 0.8513  
plot(roc,print.thres="best",col="red")  
title(main = 'ROC Curve for SVM', line = 3)

And here is the sample code for testing.

predictions <- predict(svm\_model, newdata = test\_data, probability = TRUE)  
probs <- attr(predictions,"probabilities")[,'yes']  
predicted\_classes <- ifelse(probs > .083, 'yes','no')   
confusion\_matrix <- confusionMatrix(as.factor(predicted\_classes), as.factor(test\_data$y))  
confusion\_matrix # Sensitivity = 0.5236, Specificity = 0.8705, PPV = 0.3345, NPV = 0.9363  
confusion\_matrix$byClass['F1'] # 0.4082157  
roc <- roc(response=test\_data$y,predictor=probs,levels=c("yes", "no"),direction = ">")  
auc(roc) # 0.6979

# Calculating Metrics

We are calculating Sensitivity (Correctly Predicted Positive / All Positive), Specificity (Correctly Predicted Negative / All Negative), Prevalence (All Positive / All Observations), PPV (Correctly Predicted Positive / Predicted Positive), NPV (Correctly Predicted Negative / Predicted Negative), and AUROC (Area under the ROC Curve).

In addition, we are also calculating the F1 score. This is equal to 2 \* Sensitivity \* PPV / (Sensitivity + PPV). Since it is more important that we do a good job of predicting whether people will get a term deposit, and the F1 score is a nice metric to make sure that there is a good balance between Sensitivity and PPV, we decided to track this metric as well.

## Simple Logisitc Regression Model

First we determined the threshold to use for the Simple Logistic Regression Model in order to maximize the F1 metric.

# Get threshold  
metrics = data.frame(thresh=seq(0, 1, by = 0.0001))  
num\_thresh <- nrow(metrics)  
metrics$sensitivity <- 0  
metrics$specificity <- 0  
metrics$ppv <- 0  
metrics$npv <- 0  
metrics$accuracy <- 0  
metrics$f1 <- 0  
form <- as.formula(y ~ month + poutcome + emp.var.rate + contact + cons.price.idx)  
model <- glm(form, data = train\_data, family = "binomial")  
predicted <- predict(model, newdata = train\_data, type = "response")

for (i in 1:num\_thresh){  
   
 # Confusion Matrix  
 predicted\_classes <- ifelse(predicted > metrics$thresh[i], 'no','yes')  
 confusion\_matrix <- confusionMatrix(as.factor(predicted\_classes), as.factor(train\_data$y))  
   
 # Metrics  
 metrics$sensitivity[i] <- as.numeric(confusion\_matrix$byClass['Sensitivity'])  
 metrics$specificity[i] <- as.numeric(confusion\_matrix$byClass['Specificity'])  
 metrics$ppv[i] <- as.numeric(confusion\_matrix$byClass['Pos Pred Value'])  
 metrics$npv[i] <- as.numeric(confusion\_matrix$byClass['Neg Pred Value'])  
 metrics$accuracy[i] <- as.numeric(confusion\_matrix$overall['Accuracy'])  
 metrics$f1[i] <- as.numeric(confusion\_matrix$byClass['F1'])  
}

# Get threshold value that maximizes F1  
metrics <- read.csv('https://raw.githubusercontent.com/stedua22/6372-Project-2/main/metrics\_simple.csv')  
maxF1 <- max(metrics$f1, na.rm = TRUE)  
maxF1

## [1] 0.4798184

theshF1 <- metrics$thresh[which.max(metrics$f1)]   
theshF1

## [1] 0.7703

# Plots  
metrics %>% ggplot(aes(x = thresh, y = sensitivity)) + geom\_point() +   
 ylab('Sensitivity') + xlab('Thresholds') + ggtitle('Sensitivity for Training Data')
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metrics %>% ggplot(aes(x = thresh, y = specificity)) + geom\_point() +   
 ylab('Specificity') + xlab('Thresholds') + ggtitle('Specificity for Training Data')
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metrics %>% ggplot(aes(x = thresh, y = ppv)) + geom\_point() +   
 ylab('PPV') + xlab('Thresholds') + ggtitle('PPV for Training Data')

## Warning: Removed 1506 rows containing missing values (`geom\_point()`).
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metrics %>% ggplot(aes(x = thresh, y = npv)) + geom\_point() +   
 ylab('NPV') + xlab('Thresholds') + ggtitle('NPV for Training Data')

## Warning: Removed 252 rows containing missing values (`geom\_point()`).
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metrics %>% ggplot(aes(x = thresh, y = f1)) + geom\_point() +   
 ylab('F1 Score') + xlab('Thresholds') + ggtitle('F1 Scores for Training Data') +   
 geom\_point(data = data.frame(x = theshF1, y = maxF1), aes(x = x, y = y), size = 3, color = "red", fill = "red", shape = 21)

## Warning: Removed 1506 rows containing missing values (`geom\_point()`).
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# Get Confusion Matrix for threshold value  
predicted\_classes <- ifelse(predicted > theshF1, 'no','yes')  
confusion\_matrix <- confusionMatrix(as.factor(predicted\_classes), as.factor(train\_data$y))

## Warning in confusionMatrix.default(as.factor(predicted\_classes),  
## as.factor(train\_data$y)): Levels are not in the same order for reference and  
## data. Refactoring data to match.

confusion\_matrix

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction yes no  
## yes 1902 2297  
## no 1827 26924  
##   
## Accuracy : 0.8748   
## 95% CI : (0.8712, 0.8784)  
## No Information Rate : 0.8868   
## P-Value [Acc > NIR] : 1   
##   
## Kappa : 0.409   
##   
## Mcnemar's Test P-Value : 2.81e-13   
##   
## Sensitivity : 0.51006   
## Specificity : 0.92139   
## Pos Pred Value : 0.45296   
## Neg Pred Value : 0.93645   
## Prevalence : 0.11317   
## Detection Rate : 0.05772   
## Detection Prevalence : 0.12744   
## Balanced Accuracy : 0.71572   
##   
## 'Positive' Class : yes   
##

confusion\_matrix$byClass['F1']

## F1   
## 0.4798184

After we got the thresholds to use, then we calculated the metrics on the test dataset.

# Test data  
predicted <- predict(model, newdata = test\_data, type = "response")  
predicted\_classes <- ifelse(predicted > theshF1, 'no','yes')  
confusion\_matrix <- confusionMatrix(as.factor(predicted\_classes), as.factor(test\_data$y))

## Warning in confusionMatrix.default(as.factor(predicted\_classes),  
## as.factor(test\_data$y)): Levels are not in the same order for reference and  
## data. Refactoring data to match.

confusion\_matrix

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction yes no  
## yes 449 571  
## no 462 6756  
##   
## Accuracy : 0.8746   
## 95% CI : (0.8673, 0.8817)  
## No Information Rate : 0.8894   
## P-Value [Acc > NIR] : 0.9999882   
##   
## Kappa : 0.3943   
##   
## Mcnemar's Test P-Value : 0.0007787   
##   
## Sensitivity : 0.4929   
## Specificity : 0.9221   
## Pos Pred Value : 0.4402   
## Neg Pred Value : 0.9360   
## Prevalence : 0.1106   
## Detection Rate : 0.0545   
## Detection Prevalence : 0.1238   
## Balanced Accuracy : 0.7075   
##   
## 'Positive' Class : yes   
##

confusion\_matrix$byClass['F1']

## F1   
## 0.465044

# AUC  
roc <- roc(response=test\_data$y,predictor=predicted,levels=c("no", "yes"),direction = ">")  
auc(roc)

## Area under the curve: 0.7868

plot(roc,print.thres="best",col="red")
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## Complex Logistic Regression

# Get threshold value that maximizes F1  
metrics <- read.csv('https://raw.githubusercontent.com/stedua22/6372-Project-2/main/metrics\_complex\_logistic.csv')  
maxF1 <- max(metrics$f1, na.rm = TRUE)  
maxF1

## [1] 0.5073269

theshF1 <- metrics$thresh[which.max(metrics$f1)]   
theshF1

## [1] 0.7354

# Get Confusion Matrix for threshold value  
form <- as.formula(y ~ poly(cons.conf.idx,10) + pdays + day\_of\_week\*month + month\*contact + cons.conf.idx\*housing + poutcome\*previous + poly(campaign,5) + poly(euribor3m,8) + campaign\*month + cons.conf.idx\*age + poly(previous,6) + campaign\*contact + poly(age,3))  
model <- glm(form, data = train\_data, family = "binomial")  
predicted <- predict(model, newdata = train\_data, type = "response")

## Warning in predict.lm(object, newdata, se.fit, scale = 1, type = if (type == :  
## prediction from a rank-deficient fit may be misleading

predicted\_classes <- ifelse(predicted > theshF1, 'no','yes')  
confusion\_matrix <- confusionMatrix(as.factor(predicted\_classes), as.factor(train\_data$y))

## Warning in confusionMatrix.default(as.factor(predicted\_classes),  
## as.factor(train\_data$y)): Levels are not in the same order for reference and  
## data. Refactoring data to match.

confusion\_matrix

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction yes no  
## yes 2008 2179  
## no 1721 27042  
##   
## Accuracy : 0.8816   
## 95% CI : (0.8781, 0.8851)  
## No Information Rate : 0.8868   
## P-Value [Acc > NIR] : 0.9985   
##   
## Kappa : 0.4403   
##   
## Mcnemar's Test P-Value : 2.52e-13   
##   
## Sensitivity : 0.53848   
## Specificity : 0.92543   
## Pos Pred Value : 0.47958   
## Neg Pred Value : 0.94017   
## Prevalence : 0.11317   
## Detection Rate : 0.06094   
## Detection Prevalence : 0.12707   
## Balanced Accuracy : 0.73196   
##   
## 'Positive' Class : yes   
##

confusion\_matrix$byClass['F1']

## F1   
## 0.5073269

# Test data  
predicted <- predict(model, newdata = test\_data, type = "response")

## Warning in predict.lm(object, newdata, se.fit, scale = 1, type = if (type == :  
## prediction from a rank-deficient fit may be misleading

predicted\_classes <- ifelse(predicted > theshF1, 'no','yes')  
confusion\_matrix <- confusionMatrix(as.factor(predicted\_classes), as.factor(test\_data$y))

## Warning in confusionMatrix.default(as.factor(predicted\_classes),  
## as.factor(test\_data$y)): Levels are not in the same order for reference and  
## data. Refactoring data to match.

confusion\_matrix

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction yes no  
## yes 481 550  
## no 430 6777  
##   
## Accuracy : 0.881   
## 95% CI : (0.8739, 0.888)  
## No Information Rate : 0.8894   
## P-Value [Acc > NIR] : 0.9922347   
##   
## Kappa : 0.4282   
##   
## Mcnemar's Test P-Value : 0.0001439   
##   
## Sensitivity : 0.52799   
## Specificity : 0.92494   
## Pos Pred Value : 0.46654   
## Neg Pred Value : 0.94034   
## Prevalence : 0.11059   
## Detection Rate : 0.05839   
## Detection Prevalence : 0.12515   
## Balanced Accuracy : 0.72646   
##   
## 'Positive' Class : yes   
##

confusion\_matrix$byClass['F1']

## F1   
## 0.4953656

# AUC  
roc <- roc(response=test\_data$y,predictor=predicted,levels=c("no", "yes"),direction = ">")  
auc(roc)

## Area under the curve: 0.8013

plot(roc,print.thres="best",col="red")

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAeAAAAGACAMAAABC/kH9AAAAdVBMVEUAAAAAADoAAEQAAGYAOjoAOpAAZrY6AAA6ADo6AGY6Ojo6OpA6ZrY6kJA6kNtfkalmAABmADpmkJBmtv+QOgCQZgCQtpCQ27aQ2/+RXyapqam2ZgC2Zjq2/7a2///bkDrb////AAD/tmb/25D//7b//9v////VwOajAAAACXBIWXMAAA7DAAAOwwHHb6hkAAAQmElEQVR4nO3dC3ejuBkGYNJp7Nltm2Ybb5vGnWGCY/7/TyySuAlz0e0T6NP7nrNn7QyysB8LxEVyUSOsU+y9AghtAMw8AGYeADMPgJkHwMwDYOYBMPMAmHkAzDwAZh4AMw+AmQfAzANg5gEw8wCYeQDMPABmHgAzD4CZB8DMA2DmATDzAJh5AMw8AGYeADMPgJkHwMwDYOYBMPMAmHkAzDwAZh4AMw+AmQfAzANg5rEDvl8KmW8/l14OccyH5fIkwGXxoh5U3QOvl0OGfFguTwJ8v/Ss5fMv75dDhtj60gB/vb51D6uFjTSAnWLtixacVOx9aYCbfXDbhLEPDhkHXyLgZiOtunAL7RfALnHxpQKO/XI5xMkXwMnEzZccuEQv2i+fMs6+sVuw/QmWzPPZxtUXm+gjp228tXv7BfBx07Vd8djdF8DHzAi39vIF8BGj6fr5Up2LHjpT6EXbRtf19CVqwffL4oVgl5fLIp+jjP/u50u1ib5fTiFfjn0+l3h9fcn2wVXxtvrvAO4z69rF1xedrJ2zqhvAF8B7Zh23DuEL4J0yv8OdJIAvgHeJiW4YXwDHj4mtSBBfAMeNWdOVCeML4FhZOs5dSiBfANNn+STGSkL5Apg49rQywXwBTBgnWplwvgCmi6tuUF8AU8S96cqE9AVw8DjudYcE9QVw2PjRyoT1BXDI+OsG9wVwuATQDe8L4FAJwhveF8AhEmDPqxLeF8ABEoqXwhfA3gmEW9P4AtgvwTbONZEvgN3jeT5jGhpfADsmsC6ZL4CdEhi3pvMFsHVCN10ZMl8AW4aEl9AXwFahwK1JfQFsExpeUl8AG4eo9RL7Atgovtfw10LrSwV8LYqTnBR8aRBpUsBkuDW5LxGwmGP2WpzEZA7JT0ZKiFvT+9IAy+mEq6f3Ov3phCkbbx3Bl2oSlrduKvC0JwSn1Y3hixa8HOLGW0fxpd4Hj+Z+93i5XULOG8UXvei50B0TjRPFF8fBjyE85h0nji+Ap4lhKxLJlxw4tQnBI/FG843dgo8+IXgk3ni+2ERr4ecL4D5RelYqEX2pgLd/fdTq5SKEqS/ViY7kfn00Fm4d2ZfwVKVKGqcqozXeOrYv4cUGlRQuNsTbONfRfdGCI+57RWL7ku2Dk/j10UgnJUeJ7kvVi07i10dj6+7hm/NxcGTcehffjIHz8M0UOP7Gud7JN0/gjHyzBI6PW+/mmyHwHq13P9/8gHfh3c83N+B9eHf0zQw4P9+8gPfh3dU3K+AcfXMCztI3I+A8ffMBztQ3F+B9zm4cwDcT4J14D+CbBfBevEfwzQE4a1/+wLvxHsOXPXDuvtyBd+M9ii9/4Dj1POQovsyBc98+17yBs9//ijAGhq8IX2D0r2TYAsNXhSNwURT7bZ4P5usD/PUqJiukrtfhpQspTFfBag7m69eCy+aTnB8eev32s76di0JOSOpVr312naXpaL7em+h5Y+n7/V0b6+9Yr332BD6cb4B9cPk4mY6c5/16kv8afYT/5yd8R/EEruSEsveLzijabTuNQ/Q5OnbsXh3R1wtYDONXslNG0XrLk3gUvQXvx3tIX79e9GIX6uv128/RtO8+9VpGb7/VuJtXdtNXl+qvVTtrZttLuF/eFgqo+ShO0wLTCj5Er/I0qqB/8PXH0gdFHx/gdrVnt8Lth3HyrtcuE9/m0+2/YqV4InCuzYPbuVX6eu1WUWxx5gvI7mKXocCkgo+q2VjJfxUz7Mq/9jVVi3OVkCcA8NKMwWHqtYruq7oBqrPXPDmpJ+qXfrpdR7/yQ79hWkD/Bo/f7Xj5D/Wk+WdZgSg91CS3DvvEGfg6zAy8MFNSmHqtou+AVTNtRXov1eLadnc7dytfySP3uQJtb6J7zZfxk375D72dy9Kjmpa6IvQJ0IJXE3VC8EkHWn3kXfvrtrjtx672pNd+9YTkfIH6+vvwLb6O38+w/If434/X4cte9htv+RKLfRHyRD4XTTsh+KQHrbXVvkPUNru2+9SByEfzBb5eRfO7vtT19Jfc+uU/5Cs20KrZi5IvWk39Pj96OF1smB4B617q7OlL1/WRwEPDUr/lNV9AvZj6nS+tJXbL/1M8KZ/GzV+eGhhqWvyJP/K4Ajdr3M1mtzwpdIh6LTI9BNa2uKP9ZdN9+PZD7l+u/a5R/vNSgeHpVduXtsv/RS6iluybqupGdzWlB7yRPSYEfziFpRFNNr+3335qH7tswasFvj86qeX/2y6vgLuuVi89rSlyaIB3mRD84RyWdtSjPvD+iEd2a0d7xvbYZq7AqORkVyqX/2iXV9dV9OXnaoocrzNZp4Vld5lOeOYctHbeotulytWeNM+6ZZ0toP5JdrKmnWHRvxpOjMgD3he1HRcPFmqKG58WLA6FZ1d8lwnB505Ct6cK20Pa9mBH9B3aM4mjlVMrOltAPngbFWj7ytPlq+nyo5pSPA4WqWbPR+7Rgn0vIi1euZ7L7e/tA8PrC1YvHjb+++D75bGR7jAhuPdVpPH5qq1U7bsyvX6U5rlokfkWvMOE4P5XgW3OF/+vvb5guHiiV5PkoZBr5yEwcGbzE1qEpBcdsl6jwHcxLE5Vwnc5TIBDvppZEvHlcS46p/mfbYMW7JRkfMnuyQpWr0Gy+f0FlzC4Jwu+a2FwTxZ810J9T5Z3vduJDZyUL4NOVuwtdFq+LICDvZRJEvNlcBzM/vdD/ZJ8C467hU7OlwNwqFcySHq+nsNHX8Q9K04Xs1ME/kjQ1++erOdft/OpuwuRqN6txANOkdfzevCbGuyzZycr3i44TV9fYHFr6a6nKuG7Ea9N9EmMy3K7sSM14FR9fefoeHof7hGmqXc9sbbQyfqmfpgE360A2CAJ+3oBbw4hDFHveqIAp+zr18lykbWtdzVRdsFJ+/odJnmMeQ0FHORlVpO2r+9xMH29q4kAnLiv39CVU4R61xJhC526r9c+uCrcm3Ag4BCvspbkff020VsX/FcmLkgDOH1fmuPgnn5ZPwlgBr5EJzracd+Jt2AOvn7ATUt9/nWdO1hSs8MRAxP3sVj4+nWynt5LcTVp9nBYm7TXo96VwNcgXodJL3KOlYXrwWXxQgtM24CZ+Pqe6BDAS3d03M5/JQb2f43FcPEN0YKvS3fd3S/LB8oHB2bjG2AfXDqd7jg2MB9f71701jw7hBOC0wEz8o19wT/khOBkwJx8U76jgwqYla8HsJyItXKdCs0fmOooiZevO7D6PaCmgzV7sBthQnD4GsV9CodT3d60MzN0JcaE4DTA3Hx9xgf30yQ/NNMo0wmTALPz9QDuf0vkETjKhOAUwPx8/YDbH7F4aKSptmCGvn774HKYzl5PjAnBwwNz9HUHrp7e258Em9sI008IHv4oiaWvx3FwJfluZ7fZ6gMA+77CJDx90z2TFRqYqS+A23D1BbAKW18Ay/D1TRY4aCeasW/CwEFWQ4azL4CZ+wKYuS+AmftmD8zdN1XgUJ1o9r7pAgdZC/6+eQNn4Js1cA6+OQNn4ZsxcB6++QJn4pstcC6+iQJ7HwZn45sssF/t+fjmCZyRb5bAOfnmCJyVb4bAefmmCezTic7MN1Vg56K5+eYGnJ1vZsD5+VIBl0WhRpCSzJPlCpyhLxGwGDisftPwSMA5+tIAqxH+98vyVLR7AGfpSwPczdFxff5FAex2lJSnL2ULrsU8DzTADoUy9aXaB7esX68UP8rhApyrL10vWm2k75djAGfrm+RxsD1wvr55AGfsSw58hE5Wzr6xW3CQCcEtgbP2zWATnbcvf+DMfamASScEtwHO3ZfqRAfphOAWwNn7Ep+qpJlO2BwYvrQXG2qaCcGNgeHLuwXDt6bbBxNOCG56tRC+IkS9aMoJweFrkwSPg82A4avCFRi+bZgCw7dLesAmfSz49kkReHMR+A7hCAzfURgCw3ccfsDw1cIOGL56uAHDdxJmwPCdhhcwfB/CChi+j+EEDN+ZMAKG71z4AMN3NmyA4TsfLsDwXQgTYPguJTng2cvB8F1MgsCPf4PvcjgAw3clDIDhu5b0geG7muSB4bue1IHhu5HEgeG7lbSB4buZpIHhu53k5ugYAcPXIMnN0TEAw9ckyY3w74Hha5Tk5ujogOFrllRbMHwNk9wcHQoYvqZJbo4OCQxf4yR5HAxf86QIDF+LUAMHnxD88xO+Noncgv0nBPf8dffsktwmGu3XLqkBw9cyiV1sgK9t0rrYAF/rJHWqEr72SeliA3wdklALhq9L0rnYAF+nJHOxAb5u2e042DIftgWQNjsBu78uCpAUADDzAgBmXgDAzAsAmHkBADMvAGDmBQDMvACAmRcgA0YOEgAzD4CZB8DMA2DmATDzAJh5AMw8AGYeADMPgJkHwMwDYOYJDnz7rRvUIociLtwgP1ugrori6X1jcW2ZsqnhbW3paYHbuShONgWaXBfvAp8pYPSmtRpM3rRDHV1CA3+9dqOW7pdmjcrNj3MoUFdNgWrjzWrLlOLJhrBWoGqsvl7XV2m6FtXybf6PBYzetL5KBm/aoY4+gYGrYezw7Sw++aXJPGYKqKFP19Pa4toy98vJtsDL5ipN1+LrdQNYK2DypmdWaf09ONQxJCxwVbxMxh1ufDnHBUxWXFvGBFgrcPu+vS2crkX5/Oc68Mxqr79pfZWMtKzrGBJ8HzwBvm5+0QZg+fEvDUydW8ZgE60VqL79eN3ae03Wonm6sQ+eWe31N60VMHnTDnUMIQZeHIY4U0B9J9e/mZNltjsoWoFS7A5UuzesQWwbN4AfV3vjTWsFTN60Qx1DaIErg66AB7D4Ft/O5p9m+bTdXPQaxDhoW+CtNx0C2OSDVSEFNvqauW+ijXba4wJqUVXMrAbxxHITvfmmA2yijdsvLXBptBrunSyTb79eQAGvdrW0AmU7VnP1G6Gv9vabtutkiVV4sa5jCCFwuXkOQi9gfZik3vb6t18roCYZsSggs9GC9QIGb9r3MMn0g1WhA97YOT4WsD/RYbAPnpwZaaxGM41sF5C1WJzoMHrTnic6TD9YFRpg0VNtN2/b694VkJujzcXbZdpjYINzdlqByrZAbXCqclTA7E1rNZi8aYc6uuBiA/MAmHkAzDwAZh4AMw+AmQfAzANg5gEw8wCYeQDMPABmHgAzD4CZB8DMA2DmATDz8AeWPySyfteivFerLIp/DD8Mpf5WWdz8dNCwB1YjH66bN7h8vT7eyjP6JbBkwx5Y3Yq4MZyhnscE8PEzkr19//e5veWuLEYPTgJSDBz+9kOCan97/lOUL08zL51GuAOPBnk0Xm9qiy2GsMibT8WDZtssWmr33/RvlRzOlG5LZg8sB/W3Q1bk6ODnX2p328h1+90x8NzfTIadHjX8gWs554Fss3Jcw9O7uoO8edqNUtIwJ38TO/Gln+JMIVkA13IQRDuCqwHuRhx1LXOutfbATUu/2gwlOFi4A3cNsnEdgLtjJqMW/PXHf/5IdwvNHrjrRTftUO2Dr2If3PaZTPbBzSv8nvAWmj1wO0mOGFB7O3czPsiB4OLch3jQfAUeetH932S3zGKw5vHCHlidqhSit/O/zu1Q37I7e9kf8w7Ao7/VV/HtSLkPnQNwn/WR/Svl/pbwFhrA2ylT3kIDeLtUyl2srIDzDICZB8DMA2DmATDzAJh5AMw8AGYeADMPgJkHwMwDYOb5P8D49VBroLwbAAAAAElFTkSuQmCC)

## Comparing old vs new data

We noticed as part of EDA that the newer data (data was in order of when it was received) had a different Yes/No distribution than older data. We thought it would be interesting to see how training on old data and testing on newer data would perform.

# Simple logistic model  
metrics <- read.csv('https://raw.githubusercontent.com/stedua22/6372-Project-2/main/metrics\_simple\_date.csv')  
  
# Train simple model  
form <- as.formula(y ~ month + poutcome + emp.var.rate + contact + cons.price.idx)  
model <- glm(form, data = train\_data, family = "binomial")  
  
# Get threshold value that maximizes F1  
maxF1 <- max(metrics$f1, na.rm = TRUE)  
maxF1 # 0.2623695

## [1] 0.2623695

theshF1 <- metrics$thresh[which.max(metrics$f1)]   
theshF1 # 0.8486

## [1] 0.8486

# Try filtering data to get it to work  
test\_data <- test\_data[test\_data$month != "sep",]  
  
# Get the confusion matrix  
predicted <- predict(model, newdata = test\_data, type = "response")  
predicted\_classes <- ifelse(predicted > theshF1, 'no','yes')  
confusion\_matrix <- confusionMatrix(as.factor(predicted\_classes), as.factor(test\_data$y))

## Warning in confusionMatrix.default(as.factor(predicted\_classes),  
## as.factor(test\_data$y)): Levels are not in the same order for reference and  
## data. Refactoring data to match.

confusion\_matrix # Sensitivity = 0.5661, Specificity = 0.7740, PPV = 0.5151, NPV = 0.8079, Prevalence = 0.2979

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction yes no  
## yes 474 819  
## no 382 6443  
##   
## Accuracy : 0.8521   
## 95% CI : (0.8441, 0.8597)  
## No Information Rate : 0.8946   
## P-Value [Acc > NIR] : 1   
##   
## Kappa : 0.3599   
##   
## Mcnemar's Test P-Value : <2e-16   
##   
## Sensitivity : 0.55374   
## Specificity : 0.88722   
## Pos Pred Value : 0.36659   
## Neg Pred Value : 0.94403   
## Prevalence : 0.10544   
## Detection Rate : 0.05839   
## Detection Prevalence : 0.15928   
## Balanced Accuracy : 0.72048   
##   
## 'Positive' Class : yes   
##

confusion\_matrix$byClass['F1'] # 0.5394243

## F1   
## 0.4411354

# AUC  
roc <- roc(response=test\_data$y,predictor=predicted,levels=c("no", "yes"),direction = ">")  
auc(roc) # 0.7095

## Area under the curve: 0.7788

# Complex model  
metrics <- read.csv('https://raw.githubusercontent.com/stedua22/6372-Project-2/main/metrics\_complex\_logistic\_date.csv')  
  
# Train simple model  
form <- as.formula(y ~ poly(cons.conf.idx,10) + pdays + day\_of\_week\*month + month\*contact + cons.conf.idx\*housing + poutcome\*previous + poly(campaign,5) + poly(euribor3m,8) + campaign\*month + cons.conf.idx\*age + poly(previous,6) + campaign\*contact + poly(age,3))  
model <- glm(form, data = train\_data, family = "binomial")  
  
# Error about poly(cons.conf.idx,10) having too high of a degree  
form <- as.formula(y ~ poly(cons.conf.idx,9) + pdays + day\_of\_week\*month + month\*contact + cons.conf.idx\*housing + poutcome\*previous + poly(campaign,5) + poly(euribor3m,8) + campaign\*month + cons.conf.idx\*age + poly(previous,3) + campaign\*contact + poly(age,3))  
model <- glm(form, data = train\_data, family = "binomial")  
  
# Get threshold value that maximizes F1  
maxF1 <- max(metrics$f1, na.rm = TRUE)  
maxF1 # 0.2431846

## [1] 0.2431846

theshF1 <- metrics$thresh[which.max(metrics$f1)]   
theshF1 # 0.7308

## [1] 0.7308

# Try filtering data to get it to work  
test\_data <- test\_data[test\_data$month != "sep",]  
  
# Get the confusion matrix  
predicted <- predict(model, newdata = test\_data, type = "response")

## Warning in predict.lm(object, newdata, se.fit, scale = 1, type = if (type == :  
## prediction from a rank-deficient fit may be misleading

predicted\_classes <- ifelse(predicted > theshF1, 'no','yes')  
confusion\_matrix <- confusionMatrix(as.factor(predicted\_classes), as.factor(test\_data$y))

## Warning in confusionMatrix.default(as.factor(predicted\_classes),  
## as.factor(test\_data$y)): Levels are not in the same order for reference and  
## data. Refactoring data to match.

confusion\_matrix # Sensitivity = 0.6287, Specificity = 0.6716, PPV = 0.4482, NPV = 0.8100, Prevalence = 0.2979

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction yes no  
## yes 430 513  
## no 426 6749  
##   
## Accuracy : 0.8843   
## 95% CI : (0.8772, 0.8912)  
## No Information Rate : 0.8946   
## P-Value [Acc > NIR] : 0.998562   
##   
## Kappa : 0.4132   
##   
## Mcnemar's Test P-Value : 0.005008   
##   
## Sensitivity : 0.50234   
## Specificity : 0.92936   
## Pos Pred Value : 0.45599   
## Neg Pred Value : 0.94063   
## Prevalence : 0.10544   
## Detection Rate : 0.05297   
## Detection Prevalence : 0.11616   
## Balanced Accuracy : 0.71585   
##   
## 'Positive' Class : yes   
##

confusion\_matrix$byClass['F1'] # 0.5233236

## F1   
## 0.4780434

# AUC  
roc <- roc(response=test\_data$y,predictor=predicted,levels=c("no", "yes"),direction = ">")  
auc(roc) # 0.6502

## Area under the curve: 0.7936

We compared the simple model and complex model to how they did previously. To even be able to test against the newer data, we first had to filter out month = Sep, since that didn’t exist in the training data. Also, we had to lower the order of some of the polynomials for the complex model.

The training metrics were poor, with an F1 score of around .25 for both models. However, the F1 scores for the test data were both above 0.5. The extra Yes results in the data seemed to help out. However, the AUC scores were worse, as well as the Specificity and NPV. This makes some sense, since there were less No results.

#QDA/LDA Model

library(caret) # CreateFolds  
library(pROC)  
library(car) # VIF  
library(tidyverse)  
  
  
#LDA Model--- simple model month + poutcome + emp.var.rate + contact + cons.price.idx  
  
# Convert the binary outcome to a factor  
train\_data$y <- as.factor(train\_data$y)  
  
  
fitControl<-trainControl(method="repeatedcv",number=5,repeats=1,classProbs=TRUE, summaryFunction=mnLogLoss)  
set.seed(1234)  
  
  
lda.fit<-train(y~ month + poutcome + emp.var.rate + contact + cons.price.idx,  
 data=train\_data,  
 method="lda",  
 trControl=fitControl,  
 metric="logLoss")  
  
# Get threshold  
metrics = data.frame(thresh=seq(0, 1, by = 0.0001))  
num\_thresh <- nrow(metrics)  
metrics$sensitivity <- 1  
metrics$specificity <- 1  
metrics$ppv <- 1  
metrics$npv <- 1  
metrics$accuracy <- 1  
metrics$f1 <- 1  
predicted <- predict(lda.fit, newdata = train\_data, type = "prob")  
for (i in 1:num\_thresh){  
 if(i %% 100 == 0) {  
 print(paste(i,'/',num\_thresh,sep=''))  
 }  
   
 # Confusion Matrix  
 predicted\_classes <- ifelse(predicted[, "yes"] > metrics$thresh[i], 'yes', 'no')  
 predicted\_classes\_factor <- factor(predicted\_classes, levels = levels(train\_data$y))  
 confusion\_matrix <- confusionMatrix(predicted\_classes\_factor, train\_data$y)  
   
   
 # Metrics  
 metrics$sensitivity[i] <- as.numeric(confusion\_matrix$byClass['Sensitivity'])  
 metrics$specificity[i] <- as.numeric(confusion\_matrix$byClass['Specificity'])  
 metrics$ppv[i] <- as.numeric(confusion\_matrix$byClass['Pos Pred Value'])  
 metrics$npv[i] <- as.numeric(confusion\_matrix$byClass['Neg Pred Value'])  
 metrics$accuracy[i] <- as.numeric(confusion\_matrix$overall['Accuracy'])  
 metrics$f1[i] <- as.numeric(confusion\_matrix$byClass['F1'])  
}

## [1] "100/10001"  
## [1] "200/10001"  
## [1] "300/10001"  
## [1] "400/10001"  
## [1] "500/10001"  
## [1] "600/10001"  
## [1] "700/10001"  
## [1] "800/10001"  
## [1] "900/10001"  
## [1] "1000/10001"  
## [1] "1100/10001"  
## [1] "1200/10001"  
## [1] "1300/10001"  
## [1] "1400/10001"  
## [1] "1500/10001"  
## [1] "1600/10001"  
## [1] "1700/10001"  
## [1] "1800/10001"  
## [1] "1900/10001"  
## [1] "2000/10001"  
## [1] "2100/10001"  
## [1] "2200/10001"  
## [1] "2300/10001"  
## [1] "2400/10001"  
## [1] "2500/10001"  
## [1] "2600/10001"  
## [1] "2700/10001"  
## [1] "2800/10001"  
## [1] "2900/10001"  
## [1] "3000/10001"  
## [1] "3100/10001"  
## [1] "3200/10001"  
## [1] "3300/10001"  
## [1] "3400/10001"  
## [1] "3500/10001"  
## [1] "3600/10001"  
## [1] "3700/10001"  
## [1] "3800/10001"  
## [1] "3900/10001"  
## [1] "4000/10001"  
## [1] "4100/10001"  
## [1] "4200/10001"  
## [1] "4300/10001"  
## [1] "4400/10001"  
## [1] "4500/10001"  
## [1] "4600/10001"  
## [1] "4700/10001"  
## [1] "4800/10001"  
## [1] "4900/10001"  
## [1] "5000/10001"  
## [1] "5100/10001"  
## [1] "5200/10001"  
## [1] "5300/10001"  
## [1] "5400/10001"  
## [1] "5500/10001"  
## [1] "5600/10001"  
## [1] "5700/10001"  
## [1] "5800/10001"  
## [1] "5900/10001"  
## [1] "6000/10001"  
## [1] "6100/10001"  
## [1] "6200/10001"  
## [1] "6300/10001"  
## [1] "6400/10001"  
## [1] "6500/10001"  
## [1] "6600/10001"  
## [1] "6700/10001"  
## [1] "6800/10001"  
## [1] "6900/10001"  
## [1] "7000/10001"  
## [1] "7100/10001"  
## [1] "7200/10001"  
## [1] "7300/10001"  
## [1] "7400/10001"  
## [1] "7500/10001"  
## [1] "7600/10001"  
## [1] "7700/10001"  
## [1] "7800/10001"  
## [1] "7900/10001"  
## [1] "8000/10001"  
## [1] "8100/10001"  
## [1] "8200/10001"  
## [1] "8300/10001"  
## [1] "8400/10001"  
## [1] "8500/10001"  
## [1] "8600/10001"  
## [1] "8700/10001"  
## [1] "8800/10001"  
## [1] "8900/10001"  
## [1] "9000/10001"  
## [1] "9100/10001"  
## [1] "9200/10001"  
## [1] "9300/10001"  
## [1] "9400/10001"  
## [1] "9500/10001"  
## [1] "9600/10001"  
## [1] "9700/10001"  
## [1] "9800/10001"  
## [1] "9900/10001"  
## [1] "10000/10001"

# Get threshold value that maximizes F1  
# Get F1 thresholds  
maxF1 <- max(metrics$f1, na.rm = TRUE) #   
maxF1 # 0.4847

## [1] 0.4847892

theshF1 <- metrics$thresh[which.max(metrics$f1)]   
theshF1 # 0.1313

## [1] 0.1313

# Test data  
predicted <- predict(lda.fit, newdata = test\_data, type = "prob")  
predicted\_classes <- ifelse(predicted[, "yes"] > theshF1, 'yes', 'no')  
confusion\_matrix <- confusionMatrix(as.factor(predicted\_classes), as.factor(test\_data$y))

## Warning in confusionMatrix.default(as.factor(predicted\_classes),  
## as.factor(test\_data$y)): Levels are not in the same order for reference and  
## data. Refactoring data to match.

confusion\_matrix # Sensitivity = 0.5159, Specificity = 0.9179, PPV = 0.4388, NPV = 0.9385, Prevalence = 0.11059

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction yes no  
## yes 415 536  
## no 441 6726  
##   
## Accuracy : 0.8797   
## 95% CI : (0.8724, 0.8867)  
## No Information Rate : 0.8946   
## P-Value [Acc > NIR] : 0.999992   
##   
## Kappa : 0.3918   
##   
## Mcnemar's Test P-Value : 0.002636   
##   
## Sensitivity : 0.48481   
## Specificity : 0.92619   
## Pos Pred Value : 0.43638   
## Neg Pred Value : 0.93847   
## Prevalence : 0.10544   
## Detection Rate : 0.05112   
## Detection Prevalence : 0.11715   
## Balanced Accuracy : 0.70550   
##   
## 'Positive' Class : yes   
##

confusion\_matrix$byClass['F1'] # 0.4743

## F1   
## 0.4593248

#AUC  
  
  
# Assuming `predicted` contains the predicted probabilities for the 'yes' class  
roc <- roc(response = test\_data$y,   
 predictor = as.numeric(as.character(predicted[, "yes"])),  
 levels = rev(levels(test\_data$y))) # Ensure correct ordering of levels if needed

## Setting direction: controls < cases

# Print the AUROC  
auc(roc) # 0.7846

## Area under the curve: 0.7768

#LDA Model--- using numeric variables only campaign + pdays + previous + emp.var.rate + cons.price.idx + euribor3m + nr.employed  
  
  
fitControl<-trainControl(method="repeatedcv",number=5,repeats=1,classProbs=TRUE, summaryFunction=mnLogLoss)  
set.seed(1234)  
  
  
lda.fit<-train(y~ campaign + pdays + previous + emp.var.rate + cons.price.idx + euribor3m + nr.employed,  
 data=train\_data,  
 method="lda",  
 trControl=fitControl,  
 metric="logLoss")  
  
# Get threshold  
metrics = data.frame(thresh=seq(0, 1, by = 0.0001))  
num\_thresh <- nrow(metrics)  
metrics$sensitivity <- 1  
metrics$specificity <- 1  
metrics$ppv <- 1  
metrics$npv <- 1  
metrics$accuracy <- 1  
metrics$f1 <- 1  
predicted <- predict(lda.fit, newdata = train\_data, type = "prob")  
for (i in 1:num\_thresh){  
 if(i %% 100 == 0) {  
 print(paste(i,'/',num\_thresh,sep=''))  
 }  
   
 # Confusion Matrix  
 predicted\_classes <- ifelse(predicted[, "yes"] > metrics$thresh[i], 'yes', 'no')  
 predicted\_classes\_factor <- factor(predicted\_classes, levels = levels(train\_data$y))  
 confusion\_matrix <- confusionMatrix(predicted\_classes\_factor, train\_data$y)  
   
   
 # Metrics  
 metrics$sensitivity[i] <- as.numeric(confusion\_matrix$byClass['Sensitivity'])  
 metrics$specificity[i] <- as.numeric(confusion\_matrix$byClass['Specificity'])  
 metrics$ppv[i] <- as.numeric(confusion\_matrix$byClass['Pos Pred Value'])  
 metrics$npv[i] <- as.numeric(confusion\_matrix$byClass['Neg Pred Value'])  
 metrics$accuracy[i] <- as.numeric(confusion\_matrix$overall['Accuracy'])  
 metrics$f1[i] <- as.numeric(confusion\_matrix$byClass['F1'])  
}

## [1] "100/10001"  
## [1] "200/10001"  
## [1] "300/10001"  
## [1] "400/10001"  
## [1] "500/10001"  
## [1] "600/10001"  
## [1] "700/10001"  
## [1] "800/10001"  
## [1] "900/10001"  
## [1] "1000/10001"  
## [1] "1100/10001"  
## [1] "1200/10001"  
## [1] "1300/10001"  
## [1] "1400/10001"  
## [1] "1500/10001"  
## [1] "1600/10001"  
## [1] "1700/10001"  
## [1] "1800/10001"  
## [1] "1900/10001"  
## [1] "2000/10001"  
## [1] "2100/10001"  
## [1] "2200/10001"  
## [1] "2300/10001"  
## [1] "2400/10001"  
## [1] "2500/10001"  
## [1] "2600/10001"  
## [1] "2700/10001"  
## [1] "2800/10001"  
## [1] "2900/10001"  
## [1] "3000/10001"  
## [1] "3100/10001"  
## [1] "3200/10001"  
## [1] "3300/10001"  
## [1] "3400/10001"  
## [1] "3500/10001"  
## [1] "3600/10001"  
## [1] "3700/10001"  
## [1] "3800/10001"  
## [1] "3900/10001"  
## [1] "4000/10001"  
## [1] "4100/10001"  
## [1] "4200/10001"  
## [1] "4300/10001"  
## [1] "4400/10001"  
## [1] "4500/10001"  
## [1] "4600/10001"  
## [1] "4700/10001"  
## [1] "4800/10001"  
## [1] "4900/10001"  
## [1] "5000/10001"  
## [1] "5100/10001"  
## [1] "5200/10001"  
## [1] "5300/10001"  
## [1] "5400/10001"  
## [1] "5500/10001"  
## [1] "5600/10001"  
## [1] "5700/10001"  
## [1] "5800/10001"  
## [1] "5900/10001"  
## [1] "6000/10001"  
## [1] "6100/10001"  
## [1] "6200/10001"  
## [1] "6300/10001"  
## [1] "6400/10001"  
## [1] "6500/10001"  
## [1] "6600/10001"  
## [1] "6700/10001"  
## [1] "6800/10001"  
## [1] "6900/10001"  
## [1] "7000/10001"  
## [1] "7100/10001"  
## [1] "7200/10001"  
## [1] "7300/10001"  
## [1] "7400/10001"  
## [1] "7500/10001"  
## [1] "7600/10001"  
## [1] "7700/10001"  
## [1] "7800/10001"  
## [1] "7900/10001"  
## [1] "8000/10001"  
## [1] "8100/10001"  
## [1] "8200/10001"  
## [1] "8300/10001"  
## [1] "8400/10001"  
## [1] "8500/10001"  
## [1] "8600/10001"  
## [1] "8700/10001"  
## [1] "8800/10001"  
## [1] "8900/10001"  
## [1] "9000/10001"  
## [1] "9100/10001"  
## [1] "9200/10001"  
## [1] "9300/10001"  
## [1] "9400/10001"  
## [1] "9500/10001"  
## [1] "9600/10001"  
## [1] "9700/10001"  
## [1] "9800/10001"  
## [1] "9900/10001"  
## [1] "10000/10001"

# Get threshold value that maximizes F1  
# Get F1 thresholds  
maxF1 <- max(metrics$f1, na.rm = TRUE)   
maxF1 #

## [1] 0.4744277

theshF1 <- metrics$thresh[which.max(metrics$f1)]   
theshF1 #

## [1] 0.1082

# Test data  
predicted <- predict(lda.fit, newdata = test\_data, type = "prob")  
predicted\_classes <- ifelse(predicted[, "yes"] > theshF1, 'yes', 'no')  
confusion\_matrix <- confusionMatrix(as.factor(predicted\_classes), as.factor(test\_data$y))

## Warning in confusionMatrix.default(as.factor(predicted\_classes),  
## as.factor(test\_data$y)): Levels are not in the same order for reference and  
## data. Refactoring data to match.

confusion\_matrix

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction yes no  
## yes 410 563  
## no 446 6699  
##   
## Accuracy : 0.8757   
## 95% CI : (0.8683, 0.8828)  
## No Information Rate : 0.8946   
## P-Value [Acc > NIR] : 1.0000000   
##   
## Kappa : 0.3786   
##   
## Mcnemar's Test P-Value : 0.0002604   
##   
## Sensitivity : 0.47897   
## Specificity : 0.92247   
## Pos Pred Value : 0.42138   
## Neg Pred Value : 0.93758   
## Prevalence : 0.10544   
## Detection Rate : 0.05051   
## Detection Prevalence : 0.11986   
## Balanced Accuracy : 0.70072   
##   
## 'Positive' Class : yes   
##

confusion\_matrix$byClass['F1'] # 0.4640

## F1   
## 0.4483324

#AUC  
  
# Assuming `predicted` contains the predicted probabilities for the 'yes' class  
roc <- roc(response = test\_data$y,   
 predictor = as.numeric(as.character(predicted[, "yes"])),  
 levels = rev(levels(test\_data$y))) # Ensure correct ordering of levels if needed

## Setting direction: controls < cases

# Print the AUROC  
auc(roc)

## Area under the curve: 0.7502

#LDA Model--- using numeric variables pdays + previous + emp.var.rate + cons.price.idx + nr.employed  
  
# Convert the binary outcome to a factor  
train\_data$y <- as.factor(train\_data$y)  
  
  
fitControl<-trainControl(method="repeatedcv",number=5,repeats=1,classProbs=TRUE, summaryFunction=mnLogLoss)  
set.seed(1234)  
  
  
lda.fit<-train(y~ pdays + previous + emp.var.rate + cons.price.idx + nr.employed,  
 data=train\_data,  
 method="lda",  
 trControl=fitControl,  
 metric="logLoss")  
  
# Get threshold  
metrics = data.frame(thresh=seq(0, 1, by = 0.0001))  
num\_thresh <- nrow(metrics)  
metrics$sensitivity <- 1  
metrics$specificity <- 1  
metrics$ppv <- 1  
metrics$npv <- 1  
metrics$accuracy <- 1  
metrics$f1 <- 1  
predicted <- predict(lda.fit, newdata = train\_data, type = "prob")  
for (i in 1:num\_thresh){  
 if(i %% 100 == 0) {  
 print(paste(i,'/',num\_thresh,sep=''))  
 }  
   
 # Confusion Matrix  
 predicted\_classes <- ifelse(predicted[, "yes"] > metrics$thresh[i], 'yes', 'no')  
 predicted\_classes\_factor <- factor(predicted\_classes, levels = levels(train\_data$y))  
 confusion\_matrix <- confusionMatrix(predicted\_classes\_factor, train\_data$y)  
   
   
 # Metrics  
 metrics$sensitivity[i] <- as.numeric(confusion\_matrix$byClass['Sensitivity'])  
 metrics$specificity[i] <- as.numeric(confusion\_matrix$byClass['Specificity'])  
 metrics$ppv[i] <- as.numeric(confusion\_matrix$byClass['Pos Pred Value'])  
 metrics$npv[i] <- as.numeric(confusion\_matrix$byClass['Neg Pred Value'])  
 metrics$accuracy[i] <- as.numeric(confusion\_matrix$overall['Accuracy'])  
 metrics$f1[i] <- as.numeric(confusion\_matrix$byClass['F1'])  
}

## [1] "100/10001"  
## [1] "200/10001"  
## [1] "300/10001"  
## [1] "400/10001"  
## [1] "500/10001"  
## [1] "600/10001"  
## [1] "700/10001"  
## [1] "800/10001"  
## [1] "900/10001"  
## [1] "1000/10001"  
## [1] "1100/10001"  
## [1] "1200/10001"  
## [1] "1300/10001"  
## [1] "1400/10001"  
## [1] "1500/10001"  
## [1] "1600/10001"  
## [1] "1700/10001"  
## [1] "1800/10001"  
## [1] "1900/10001"  
## [1] "2000/10001"  
## [1] "2100/10001"  
## [1] "2200/10001"  
## [1] "2300/10001"  
## [1] "2400/10001"  
## [1] "2500/10001"  
## [1] "2600/10001"  
## [1] "2700/10001"  
## [1] "2800/10001"  
## [1] "2900/10001"  
## [1] "3000/10001"  
## [1] "3100/10001"  
## [1] "3200/10001"  
## [1] "3300/10001"  
## [1] "3400/10001"  
## [1] "3500/10001"  
## [1] "3600/10001"  
## [1] "3700/10001"  
## [1] "3800/10001"  
## [1] "3900/10001"  
## [1] "4000/10001"  
## [1] "4100/10001"  
## [1] "4200/10001"  
## [1] "4300/10001"  
## [1] "4400/10001"  
## [1] "4500/10001"  
## [1] "4600/10001"  
## [1] "4700/10001"  
## [1] "4800/10001"  
## [1] "4900/10001"  
## [1] "5000/10001"  
## [1] "5100/10001"  
## [1] "5200/10001"  
## [1] "5300/10001"  
## [1] "5400/10001"  
## [1] "5500/10001"  
## [1] "5600/10001"  
## [1] "5700/10001"  
## [1] "5800/10001"  
## [1] "5900/10001"  
## [1] "6000/10001"  
## [1] "6100/10001"  
## [1] "6200/10001"  
## [1] "6300/10001"  
## [1] "6400/10001"  
## [1] "6500/10001"  
## [1] "6600/10001"  
## [1] "6700/10001"  
## [1] "6800/10001"  
## [1] "6900/10001"  
## [1] "7000/10001"  
## [1] "7100/10001"  
## [1] "7200/10001"  
## [1] "7300/10001"  
## [1] "7400/10001"  
## [1] "7500/10001"  
## [1] "7600/10001"  
## [1] "7700/10001"  
## [1] "7800/10001"  
## [1] "7900/10001"  
## [1] "8000/10001"  
## [1] "8100/10001"  
## [1] "8200/10001"  
## [1] "8300/10001"  
## [1] "8400/10001"  
## [1] "8500/10001"  
## [1] "8600/10001"  
## [1] "8700/10001"  
## [1] "8800/10001"  
## [1] "8900/10001"  
## [1] "9000/10001"  
## [1] "9100/10001"  
## [1] "9200/10001"  
## [1] "9300/10001"  
## [1] "9400/10001"  
## [1] "9500/10001"  
## [1] "9600/10001"  
## [1] "9700/10001"  
## [1] "9800/10001"  
## [1] "9900/10001"  
## [1] "10000/10001"

# Get threshold value that maximizes F1  
# Get F1 thresholds  
maxF1 <- max(metrics$f1, na.rm = TRUE) #   
maxF1 #0.4744

## [1] 0.4647335

theshF1 <- metrics$thresh[which.max(metrics$f1)]   
theshF1 # 0.1082

## [1] 0.1254

# Test data  
predicted <- predict(lda.fit, newdata = test\_data, type = "prob")  
predicted\_classes <- ifelse(predicted[, "yes"] > theshF1, 'yes', 'no')  
confusion\_matrix <- confusionMatrix(as.factor(predicted\_classes), as.factor(test\_data$y))

## Warning in confusionMatrix.default(as.factor(predicted\_classes),  
## as.factor(test\_data$y)): Levels are not in the same order for reference and  
## data. Refactoring data to match.

confusion\_matrix # Sensitivity = 0.51043, Specificity = 0.9143, PPV = 0.4254, NPV = 0.9376, Prevalence = 0.1106

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction yes no  
## yes 376 470  
## no 480 6792  
##   
## Accuracy : 0.883   
## 95% CI : (0.8758, 0.8899)  
## No Information Rate : 0.8946   
## P-Value [Acc > NIR] : 0.9996   
##   
## Kappa : 0.3765   
##   
## Mcnemar's Test P-Value : 0.7703   
##   
## Sensitivity : 0.43925   
## Specificity : 0.93528   
## Pos Pred Value : 0.44444   
## Neg Pred Value : 0.93399   
## Prevalence : 0.10544   
## Detection Rate : 0.04632   
## Detection Prevalence : 0.10421   
## Balanced Accuracy : 0.68727   
##   
## 'Positive' Class : yes   
##

confusion\_matrix$byClass['F1'] # 0.4641

## F1   
## 0.4418331

#AUC  
  
# Assuming `predicted` contains the predicted probabilities for the 'yes' class  
roc <- roc(response = test\_data$y,   
 predictor = as.numeric(as.character(predicted[, "yes"])),  
 levels = rev(levels(test\_data$y))) # Ensure correct ordering of levels if needed

## Setting direction: controls < cases

# Print the AUROC  
auc(roc) # 0.7599

## Area under the curve: 0.7439

#LDA Model--- using numeric variables emp.var.rate + cons.price.idx + euribor3m   
  
  
fitControl<-trainControl(method="repeatedcv",number=5,repeats=1,classProbs=TRUE, summaryFunction=mnLogLoss)  
set.seed(1234)  
  
  
lda.fit<-train(y~ emp.var.rate + cons.price.idx + euribor3m ,  
 data=train\_data,  
 method="lda",  
 trControl=fitControl,  
 metric="logLoss")  
  
# Get threshold  
metrics = data.frame(thresh=seq(0, 1, by = 0.0001))  
num\_thresh <- nrow(metrics)  
metrics$sensitivity <- 1  
metrics$specificity <- 1  
metrics$ppv <- 1  
metrics$npv <- 1  
metrics$accuracy <- 1  
metrics$f1 <- 1  
predicted <- predict(lda.fit, newdata = train\_data, type = "prob")  
for (i in 1:num\_thresh){  
 if(i %% 100 == 0) {  
 print(paste(i,'/',num\_thresh,sep=''))  
 }  
   
 # Confusion Matrix  
 predicted\_classes <- ifelse(predicted[, "yes"] > metrics$thresh[i], 'yes', 'no')  
 predicted\_classes\_factor <- factor(predicted\_classes, levels = levels(train\_data$y))  
 confusion\_matrix <- confusionMatrix(predicted\_classes\_factor, train\_data$y)  
   
   
 # Metrics  
 metrics$sensitivity[i] <- as.numeric(confusion\_matrix$byClass['Sensitivity'])  
 metrics$specificity[i] <- as.numeric(confusion\_matrix$byClass['Specificity'])  
 metrics$ppv[i] <- as.numeric(confusion\_matrix$byClass['Pos Pred Value'])  
 metrics$npv[i] <- as.numeric(confusion\_matrix$byClass['Neg Pred Value'])  
 metrics$accuracy[i] <- as.numeric(confusion\_matrix$overall['Accuracy'])  
 metrics$f1[i] <- as.numeric(confusion\_matrix$byClass['F1'])  
}

## [1] "100/10001"  
## [1] "200/10001"  
## [1] "300/10001"  
## [1] "400/10001"  
## [1] "500/10001"  
## [1] "600/10001"  
## [1] "700/10001"  
## [1] "800/10001"  
## [1] "900/10001"  
## [1] "1000/10001"  
## [1] "1100/10001"  
## [1] "1200/10001"  
## [1] "1300/10001"  
## [1] "1400/10001"  
## [1] "1500/10001"  
## [1] "1600/10001"  
## [1] "1700/10001"  
## [1] "1800/10001"  
## [1] "1900/10001"  
## [1] "2000/10001"  
## [1] "2100/10001"  
## [1] "2200/10001"  
## [1] "2300/10001"  
## [1] "2400/10001"  
## [1] "2500/10001"  
## [1] "2600/10001"  
## [1] "2700/10001"  
## [1] "2800/10001"  
## [1] "2900/10001"  
## [1] "3000/10001"  
## [1] "3100/10001"  
## [1] "3200/10001"  
## [1] "3300/10001"  
## [1] "3400/10001"  
## [1] "3500/10001"  
## [1] "3600/10001"  
## [1] "3700/10001"  
## [1] "3800/10001"  
## [1] "3900/10001"  
## [1] "4000/10001"  
## [1] "4100/10001"  
## [1] "4200/10001"  
## [1] "4300/10001"  
## [1] "4400/10001"  
## [1] "4500/10001"  
## [1] "4600/10001"  
## [1] "4700/10001"  
## [1] "4800/10001"  
## [1] "4900/10001"  
## [1] "5000/10001"  
## [1] "5100/10001"  
## [1] "5200/10001"  
## [1] "5300/10001"  
## [1] "5400/10001"  
## [1] "5500/10001"  
## [1] "5600/10001"  
## [1] "5700/10001"  
## [1] "5800/10001"  
## [1] "5900/10001"  
## [1] "6000/10001"  
## [1] "6100/10001"  
## [1] "6200/10001"  
## [1] "6300/10001"  
## [1] "6400/10001"  
## [1] "6500/10001"  
## [1] "6600/10001"  
## [1] "6700/10001"  
## [1] "6800/10001"  
## [1] "6900/10001"  
## [1] "7000/10001"  
## [1] "7100/10001"  
## [1] "7200/10001"  
## [1] "7300/10001"  
## [1] "7400/10001"  
## [1] "7500/10001"  
## [1] "7600/10001"  
## [1] "7700/10001"  
## [1] "7800/10001"  
## [1] "7900/10001"  
## [1] "8000/10001"  
## [1] "8100/10001"  
## [1] "8200/10001"  
## [1] "8300/10001"  
## [1] "8400/10001"  
## [1] "8500/10001"  
## [1] "8600/10001"  
## [1] "8700/10001"  
## [1] "8800/10001"  
## [1] "8900/10001"  
## [1] "9000/10001"  
## [1] "9100/10001"  
## [1] "9200/10001"  
## [1] "9300/10001"  
## [1] "9400/10001"  
## [1] "9500/10001"  
## [1] "9600/10001"  
## [1] "9700/10001"  
## [1] "9800/10001"  
## [1] "9900/10001"  
## [1] "10000/10001"

# Get threshold value that maximizes F1  
# Get F1 thresholds  
maxF1 <- max(metrics$f1, na.rm = TRUE) #   
maxF1 # 0.4561

## [1] 0.4560976

theshF1 <- metrics$thresh[which.max(metrics$f1)]   
theshF1 # 0.2306

## [1] 0.2306

# Test data  
predicted <- predict(lda.fit, newdata = test\_data, type = "prob")  
predicted\_classes <- ifelse(predicted[, "yes"] > theshF1, 'yes', 'no')  
confusion\_matrix <- confusionMatrix(as.factor(predicted\_classes), as.factor(test\_data$y))

## Warning in confusionMatrix.default(as.factor(predicted\_classes),  
## as.factor(test\_data$y)): Levels are not in the same order for reference and  
## data. Refactoring data to match.

confusion\_matrix # Sensitivity = 0.4522, Specificity = 0.9335, PPV = 0.4583, NPV = 0.9320, Prevalence = 0.1106

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction yes no  
## yes 357 422  
## no 499 6840  
##   
## Accuracy : 0.8865   
## 95% CI : (0.8794, 0.8934)  
## No Information Rate : 0.8946   
## P-Value [Acc > NIR] : 0.99051   
##   
## Kappa : 0.3738   
##   
## Mcnemar's Test P-Value : 0.01227   
##   
## Sensitivity : 0.41706   
## Specificity : 0.94189   
## Pos Pred Value : 0.45828   
## Neg Pred Value : 0.93201   
## Prevalence : 0.10544   
## Detection Rate : 0.04398   
## Detection Prevalence : 0.09596   
## Balanced Accuracy : 0.67947   
##   
## 'Positive' Class : yes   
##

confusion\_matrix$byClass['F1'] # 0.4552

## F1   
## 0.4366972

# Assuming `predicted` contains the predicted probabilities for the 'yes' class  
roc <- roc(response = test\_data$y,   
 predictor = as.numeric(as.character(predicted[, "yes"])),  
 levels = rev(levels(test\_data$y))) # Ensure correct ordering of levels if needed

## Setting direction: controls < cases

# Print the AUROC  
auc(roc) # 0.7506

## Area under the curve: 0.7414

# Training data  
predicted <- predict(lda.fit, newdata = train\_data, type = "prob")  
predicted\_classes <- ifelse(predicted[, "yes"] > theshF1, 'yes', 'no')  
confusion\_matrix <- confusionMatrix(as.factor(predicted\_classes), as.factor(train\_data$y))

## Warning in confusionMatrix.default(as.factor(predicted\_classes),  
## as.factor(train\_data$y)): Levels are not in the same order for reference and  
## data. Refactoring data to match.

confusion\_matrix

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction yes no  
## yes 1683 1968  
## no 2046 27253  
##   
## Accuracy : 0.8782   
## 95% CI : (0.8746, 0.8817)  
## No Information Rate : 0.8868   
## P-Value [Acc > NIR] : 1.0000   
##   
## Kappa : 0.3875   
##   
## Mcnemar's Test P-Value : 0.2242   
##   
## Sensitivity : 0.45133   
## Specificity : 0.93265   
## Pos Pred Value : 0.46097   
## Neg Pred Value : 0.93017   
## Prevalence : 0.11317   
## Detection Rate : 0.05108   
## Detection Prevalence : 0.11080   
## Balanced Accuracy : 0.69199   
##   
## 'Positive' Class : yes   
##

confusion\_matrix$byClass['F1'] #0.4561

## F1   
## 0.4560976

# Assuming `predicted` contains the predicted probabilities for the 'yes' class  
roc <- roc(response = train\_data$y,   
 predictor = as.numeric(as.character(predicted[, "yes"])),  
 levels = rev(levels(train\_data$y))) # Ensure correct ordering of levels if needed

## Setting direction: controls < cases

# Print the AUROC  
auc(roc) # 0.7555

## Area under the curve: 0.7555

plot(roc,print.thres="best",col="red")  
title(main = 'ROC Curve for LDA', line = 3)

![](data:image/png;base64,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)

# QDA Model--simple model  
  
fitControl<-trainControl(method="repeatedcv",number=5,repeats=1,classProbs=TRUE, summaryFunction=mnLogLoss)  
set.seed(1234)  
  
qda.fit <- train(y~ month + poutcome + emp.var.rate + contact + cons.price.idx,  
 data = train\_data,  
 method = "qda",  
 trControl = fitControl,  
 metric = "logLoss")  
  
# Get threshold  
metrics = data.frame(thresh=seq(0, 1, by = 0.0001))  
num\_thresh <- nrow(metrics)  
metrics$sensitivity <- 1  
metrics$specificity <- 1  
metrics$ppv <- 1  
metrics$npv <- 1  
metrics$accuracy <- 1  
metrics$f1 <- 1  
predicted <- predict(qda.fit, newdata = train\_data, type = "prob")  
for (i in 1:num\_thresh){  
 if(i %% 100 == 0) {  
 print(paste(i,'/',num\_thresh,sep=''))  
 }  
   
 # Confusion Matrix  
 predicted\_classes <- ifelse(predicted[, "yes"] > metrics$thresh[i], 'yes', 'no')  
 predicted\_classes\_factor <- factor(predicted\_classes, levels = levels(train\_data$y))  
 confusion\_matrix <- confusionMatrix(predicted\_classes\_factor, train\_data$y)  
   
   
 # Metrics  
 metrics$sensitivity[i] <- as.numeric(confusion\_matrix$byClass['Sensitivity'])  
 metrics$specificity[i] <- as.numeric(confusion\_matrix$byClass['Specificity'])  
 metrics$ppv[i] <- as.numeric(confusion\_matrix$byClass['Pos Pred Value'])  
 metrics$npv[i] <- as.numeric(confusion\_matrix$byClass['Neg Pred Value'])  
 metrics$accuracy[i] <- as.numeric(confusion\_matrix$overall['Accuracy'])  
 metrics$f1[i] <- as.numeric(confusion\_matrix$byClass['F1'])  
}

## [1] "100/10001"  
## [1] "200/10001"  
## [1] "300/10001"  
## [1] "400/10001"  
## [1] "500/10001"  
## [1] "600/10001"  
## [1] "700/10001"  
## [1] "800/10001"  
## [1] "900/10001"  
## [1] "1000/10001"  
## [1] "1100/10001"  
## [1] "1200/10001"  
## [1] "1300/10001"  
## [1] "1400/10001"  
## [1] "1500/10001"  
## [1] "1600/10001"  
## [1] "1700/10001"  
## [1] "1800/10001"  
## [1] "1900/10001"  
## [1] "2000/10001"  
## [1] "2100/10001"  
## [1] "2200/10001"  
## [1] "2300/10001"  
## [1] "2400/10001"  
## [1] "2500/10001"  
## [1] "2600/10001"  
## [1] "2700/10001"  
## [1] "2800/10001"  
## [1] "2900/10001"  
## [1] "3000/10001"  
## [1] "3100/10001"  
## [1] "3200/10001"  
## [1] "3300/10001"  
## [1] "3400/10001"  
## [1] "3500/10001"  
## [1] "3600/10001"  
## [1] "3700/10001"  
## [1] "3800/10001"  
## [1] "3900/10001"  
## [1] "4000/10001"  
## [1] "4100/10001"  
## [1] "4200/10001"  
## [1] "4300/10001"  
## [1] "4400/10001"  
## [1] "4500/10001"  
## [1] "4600/10001"  
## [1] "4700/10001"  
## [1] "4800/10001"  
## [1] "4900/10001"  
## [1] "5000/10001"  
## [1] "5100/10001"  
## [1] "5200/10001"  
## [1] "5300/10001"  
## [1] "5400/10001"  
## [1] "5500/10001"  
## [1] "5600/10001"  
## [1] "5700/10001"  
## [1] "5800/10001"  
## [1] "5900/10001"  
## [1] "6000/10001"  
## [1] "6100/10001"  
## [1] "6200/10001"  
## [1] "6300/10001"  
## [1] "6400/10001"  
## [1] "6500/10001"  
## [1] "6600/10001"  
## [1] "6700/10001"  
## [1] "6800/10001"  
## [1] "6900/10001"  
## [1] "7000/10001"  
## [1] "7100/10001"  
## [1] "7200/10001"  
## [1] "7300/10001"  
## [1] "7400/10001"  
## [1] "7500/10001"  
## [1] "7600/10001"  
## [1] "7700/10001"  
## [1] "7800/10001"  
## [1] "7900/10001"  
## [1] "8000/10001"  
## [1] "8100/10001"  
## [1] "8200/10001"  
## [1] "8300/10001"  
## [1] "8400/10001"  
## [1] "8500/10001"  
## [1] "8600/10001"  
## [1] "8700/10001"  
## [1] "8800/10001"  
## [1] "8900/10001"  
## [1] "9000/10001"  
## [1] "9100/10001"  
## [1] "9200/10001"  
## [1] "9300/10001"  
## [1] "9400/10001"  
## [1] "9500/10001"  
## [1] "9600/10001"  
## [1] "9700/10001"  
## [1] "9800/10001"  
## [1] "9900/10001"  
## [1] "10000/10001"

# Get threshold value that maximizes F1  
# Get F1 thresholds  
maxF1 <- max(metrics$f1, na.rm = TRUE) #   
maxF1 # 0.4692

## [1] 0.4692364

theshF1 <- metrics$thresh[which.max(metrics$f1)]   
theshF1 # 0.0227

## [1] 0.0227

# Test data  
predicted <- predict(qda.fit, newdata = test\_data, type = "prob")  
predicted\_classes <- ifelse(predicted[, "yes"] > theshF1, 'yes', 'no')  
confusion\_matrix <- confusionMatrix(as.factor(predicted\_classes), as.factor(test\_data$y))

## Warning in confusionMatrix.default(as.factor(predicted\_classes),  
## as.factor(test\_data$y)): Levels are not in the same order for reference and  
## data. Refactoring data to match.

confusion\_matrix # Sensitivity = 0.5917, Specificity = 0.8781, PPV = 0.3764, NPV = 0.9453, Prevalence =0.1106

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction yes no  
## yes 484 828  
## no 372 6434  
##   
## Accuracy : 0.8522   
## 95% CI : (0.8443, 0.8598)  
## No Information Rate : 0.8946   
## P-Value [Acc > NIR] : 1   
##   
## Kappa : 0.3655   
##   
## Mcnemar's Test P-Value : <2e-16   
##   
## Sensitivity : 0.56542   
## Specificity : 0.88598   
## Pos Pred Value : 0.36890   
## Neg Pred Value : 0.94534   
## Prevalence : 0.10544   
## Detection Rate : 0.05962   
## Detection Prevalence : 0.16162   
## Balanced Accuracy : 0.72570   
##   
## 'Positive' Class : yes   
##

confusion\_matrix$byClass['F1'] # 0.4600

## F1   
## 0.4464945

# Assuming `predicted` contains the predicted probabilities for the 'yes' class  
roc.qda <- roc(response = test\_data$y,   
 predictor = as.numeric(as.character(predicted[, "yes"])),  
 levels = rev(levels(test\_data$y))) # Ensure correct ordering of levels if needed

## Setting direction: controls < cases

# Print the AUROC  
auc(roc.qda) # 0.7811

## Area under the curve: 0.7741

# QDA --- using numeric variables pdays + previous + emp.var.rate + cons.price.idx + nr.employed  
  
fitControl<-trainControl(method="repeatedcv",number=5,repeats=1,classProbs=TRUE, summaryFunction=mnLogLoss)  
set.seed(1234)  
  
qda.fit <- train(y~ pdays + previous + emp.var.rate + cons.price.idx + nr.employed,  
 data = train\_data,  
 method = "qda",  
 trControl = fitControl,  
 metric = "logLoss")  
  
# Get threshold  
metrics = data.frame(thresh=seq(0, 1, by = 0.0001))  
num\_thresh <- nrow(metrics)  
metrics$sensitivity <- 1  
metrics$specificity <- 1  
metrics$ppv <- 1  
metrics$npv <- 1  
metrics$accuracy <- 1  
metrics$f1 <- 1  
predicted <- predict(qda.fit, newdata = train\_data, type = "prob")  
for (i in 1:num\_thresh){  
 if(i %% 100 == 0) {  
 print(paste(i,'/',num\_thresh,sep=''))  
 }  
   
 # Confusion Matrix  
 predicted\_classes <- ifelse(predicted[, "yes"] > metrics$thresh[i], 'yes', 'no')  
 predicted\_classes\_factor <- factor(predicted\_classes, levels = levels(train\_data$y))  
 confusion\_matrix <- confusionMatrix(predicted\_classes\_factor, train\_data$y)  
   
   
 # Metrics  
 metrics$sensitivity[i] <- as.numeric(confusion\_matrix$byClass['Sensitivity'])  
 metrics$specificity[i] <- as.numeric(confusion\_matrix$byClass['Specificity'])  
 metrics$ppv[i] <- as.numeric(confusion\_matrix$byClass['Pos Pred Value'])  
 metrics$npv[i] <- as.numeric(confusion\_matrix$byClass['Neg Pred Value'])  
 metrics$accuracy[i] <- as.numeric(confusion\_matrix$overall['Accuracy'])  
 metrics$f1[i] <- as.numeric(confusion\_matrix$byClass['F1'])  
}

## [1] "100/10001"  
## [1] "200/10001"  
## [1] "300/10001"  
## [1] "400/10001"  
## [1] "500/10001"  
## [1] "600/10001"  
## [1] "700/10001"  
## [1] "800/10001"  
## [1] "900/10001"  
## [1] "1000/10001"  
## [1] "1100/10001"  
## [1] "1200/10001"  
## [1] "1300/10001"  
## [1] "1400/10001"  
## [1] "1500/10001"  
## [1] "1600/10001"  
## [1] "1700/10001"  
## [1] "1800/10001"  
## [1] "1900/10001"  
## [1] "2000/10001"  
## [1] "2100/10001"  
## [1] "2200/10001"  
## [1] "2300/10001"  
## [1] "2400/10001"  
## [1] "2500/10001"  
## [1] "2600/10001"  
## [1] "2700/10001"  
## [1] "2800/10001"  
## [1] "2900/10001"  
## [1] "3000/10001"  
## [1] "3100/10001"  
## [1] "3200/10001"  
## [1] "3300/10001"  
## [1] "3400/10001"  
## [1] "3500/10001"  
## [1] "3600/10001"  
## [1] "3700/10001"  
## [1] "3800/10001"  
## [1] "3900/10001"  
## [1] "4000/10001"  
## [1] "4100/10001"  
## [1] "4200/10001"  
## [1] "4300/10001"  
## [1] "4400/10001"  
## [1] "4500/10001"  
## [1] "4600/10001"  
## [1] "4700/10001"  
## [1] "4800/10001"  
## [1] "4900/10001"  
## [1] "5000/10001"  
## [1] "5100/10001"  
## [1] "5200/10001"  
## [1] "5300/10001"  
## [1] "5400/10001"  
## [1] "5500/10001"  
## [1] "5600/10001"  
## [1] "5700/10001"  
## [1] "5800/10001"  
## [1] "5900/10001"  
## [1] "6000/10001"  
## [1] "6100/10001"  
## [1] "6200/10001"  
## [1] "6300/10001"  
## [1] "6400/10001"  
## [1] "6500/10001"  
## [1] "6600/10001"  
## [1] "6700/10001"  
## [1] "6800/10001"  
## [1] "6900/10001"  
## [1] "7000/10001"  
## [1] "7100/10001"  
## [1] "7200/10001"  
## [1] "7300/10001"  
## [1] "7400/10001"  
## [1] "7500/10001"  
## [1] "7600/10001"  
## [1] "7700/10001"  
## [1] "7800/10001"  
## [1] "7900/10001"  
## [1] "8000/10001"  
## [1] "8100/10001"  
## [1] "8200/10001"  
## [1] "8300/10001"  
## [1] "8400/10001"  
## [1] "8500/10001"  
## [1] "8600/10001"  
## [1] "8700/10001"  
## [1] "8800/10001"  
## [1] "8900/10001"  
## [1] "9000/10001"  
## [1] "9100/10001"  
## [1] "9200/10001"  
## [1] "9300/10001"  
## [1] "9400/10001"  
## [1] "9500/10001"  
## [1] "9600/10001"  
## [1] "9700/10001"  
## [1] "9800/10001"  
## [1] "9900/10001"  
## [1] "10000/10001"

# Get threshold value that maximizes F1  
# Get F1 thresholds  
maxF1 <- max(metrics$f1, na.rm = TRUE) #   
maxF1 # 0.4382

## [1] 0.4381683

theshF1 <- metrics$thresh[which.max(metrics$f1)]   
theshF1 # 0.0635

## [1] 0.0635

# Test data  
predicted <- predict(qda.fit, newdata = test\_data, type = "prob")  
predicted\_classes <- ifelse(predicted[, "yes"] > theshF1, 'yes', 'no')  
confusion\_matrix <- confusionMatrix(as.factor(predicted\_classes), as.factor(test\_data$y))

## Warning in confusionMatrix.default(as.factor(predicted\_classes),  
## as.factor(test\_data$y)): Levels are not in the same order for reference and  
## data. Refactoring data to match.

confusion\_matrix # accuracy = 0.8546, Sensitivity = 0.4951, Specificity = 0.8993, PPV = 0.3793, NPV = 0.9347, Prevalence =0.1106

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction yes no  
## yes 396 673  
## no 460 6589  
##   
## Accuracy : 0.8604   
## 95% CI : (0.8527, 0.8679)  
## No Information Rate : 0.8946   
## P-Value [Acc > NIR] : 1   
##   
## Kappa : 0.3334   
##   
## Mcnemar's Test P-Value : 3.01e-10   
##   
## Sensitivity : 0.46262   
## Specificity : 0.90733   
## Pos Pred Value : 0.37044   
## Neg Pred Value : 0.93474   
## Prevalence : 0.10544   
## Detection Rate : 0.04878   
## Detection Prevalence : 0.13168   
## Balanced Accuracy : 0.68497   
##   
## 'Positive' Class : yes   
##

confusion\_matrix$byClass['F1'] # 0.4295

## F1   
## 0.4114286

# Assuming `predicted` contains the predicted probabilities for the 'yes' class  
roc.qda <- roc(response = test\_data$y,   
 predictor = as.numeric(as.character(predicted[, "yes"])),  
 levels = rev(levels(test\_data$y))) # Ensure correct ordering of levels if needed

## Setting direction: controls < cases

# Print the AUROC  
auc(roc.qda) # 0.7527

## Area under the curve: 0.7428

# QDA --- using numeric variables emp.var.rate + cons.price.idx + euribor3m  
  
fitControl<-trainControl(method="repeatedcv",number=5,repeats=1,classProbs=TRUE, summaryFunction=mnLogLoss)  
set.seed(1234)  
  
qda.fit <- train(y~ emp.var.rate + cons.price.idx + euribor3m,  
 data = train\_data,  
 method = "qda",  
 trControl = fitControl,  
 metric = "logLoss")  
  
# Get threshold  
metrics = data.frame(thresh=seq(0, 1, by = 0.0001))  
num\_thresh <- nrow(metrics)  
metrics$sensitivity <- 1  
metrics$specificity <- 1  
metrics$ppv <- 1  
metrics$npv <- 1  
metrics$accuracy <- 1  
metrics$f1 <- 1  
predicted <- predict(qda.fit, newdata = train\_data, type = "prob")  
for (i in 1:num\_thresh){  
 if(i %% 100 == 0) {  
 print(paste(i,'/',num\_thresh,sep=''))  
 }  
   
 # Confusion Matrix  
 predicted\_classes <- ifelse(predicted[, "yes"] > metrics$thresh[i], 'yes', 'no')  
 predicted\_classes\_factor <- factor(predicted\_classes, levels = levels(train\_data$y))  
 confusion\_matrix <- confusionMatrix(predicted\_classes\_factor, train\_data$y)  
   
   
 # Metrics  
 metrics$sensitivity[i] <- as.numeric(confusion\_matrix$byClass['Sensitivity'])  
 metrics$specificity[i] <- as.numeric(confusion\_matrix$byClass['Specificity'])  
 metrics$ppv[i] <- as.numeric(confusion\_matrix$byClass['Pos Pred Value'])  
 metrics$npv[i] <- as.numeric(confusion\_matrix$byClass['Neg Pred Value'])  
 metrics$accuracy[i] <- as.numeric(confusion\_matrix$overall['Accuracy'])  
 metrics$f1[i] <- as.numeric(confusion\_matrix$byClass['F1'])  
}

## [1] "100/10001"  
## [1] "200/10001"  
## [1] "300/10001"  
## [1] "400/10001"  
## [1] "500/10001"  
## [1] "600/10001"  
## [1] "700/10001"  
## [1] "800/10001"  
## [1] "900/10001"  
## [1] "1000/10001"  
## [1] "1100/10001"  
## [1] "1200/10001"  
## [1] "1300/10001"  
## [1] "1400/10001"  
## [1] "1500/10001"  
## [1] "1600/10001"  
## [1] "1700/10001"  
## [1] "1800/10001"  
## [1] "1900/10001"  
## [1] "2000/10001"  
## [1] "2100/10001"  
## [1] "2200/10001"  
## [1] "2300/10001"  
## [1] "2400/10001"  
## [1] "2500/10001"  
## [1] "2600/10001"  
## [1] "2700/10001"  
## [1] "2800/10001"  
## [1] "2900/10001"  
## [1] "3000/10001"  
## [1] "3100/10001"  
## [1] "3200/10001"  
## [1] "3300/10001"  
## [1] "3400/10001"  
## [1] "3500/10001"  
## [1] "3600/10001"  
## [1] "3700/10001"  
## [1] "3800/10001"  
## [1] "3900/10001"  
## [1] "4000/10001"  
## [1] "4100/10001"  
## [1] "4200/10001"  
## [1] "4300/10001"  
## [1] "4400/10001"  
## [1] "4500/10001"  
## [1] "4600/10001"  
## [1] "4700/10001"  
## [1] "4800/10001"  
## [1] "4900/10001"  
## [1] "5000/10001"  
## [1] "5100/10001"  
## [1] "5200/10001"  
## [1] "5300/10001"  
## [1] "5400/10001"  
## [1] "5500/10001"  
## [1] "5600/10001"  
## [1] "5700/10001"  
## [1] "5800/10001"  
## [1] "5900/10001"  
## [1] "6000/10001"  
## [1] "6100/10001"  
## [1] "6200/10001"  
## [1] "6300/10001"  
## [1] "6400/10001"  
## [1] "6500/10001"  
## [1] "6600/10001"  
## [1] "6700/10001"  
## [1] "6800/10001"  
## [1] "6900/10001"  
## [1] "7000/10001"  
## [1] "7100/10001"  
## [1] "7200/10001"  
## [1] "7300/10001"  
## [1] "7400/10001"  
## [1] "7500/10001"  
## [1] "7600/10001"  
## [1] "7700/10001"  
## [1] "7800/10001"  
## [1] "7900/10001"  
## [1] "8000/10001"  
## [1] "8100/10001"  
## [1] "8200/10001"  
## [1] "8300/10001"  
## [1] "8400/10001"  
## [1] "8500/10001"  
## [1] "8600/10001"  
## [1] "8700/10001"  
## [1] "8800/10001"  
## [1] "8900/10001"  
## [1] "9000/10001"  
## [1] "9100/10001"  
## [1] "9200/10001"  
## [1] "9300/10001"  
## [1] "9400/10001"  
## [1] "9500/10001"  
## [1] "9600/10001"  
## [1] "9700/10001"  
## [1] "9800/10001"  
## [1] "9900/10001"  
## [1] "10000/10001"

# Get threshold value that maximizes F1  
# Get F1 thresholds  
maxF1 <- max(metrics$f1, na.rm = TRUE) #   
maxF1 # 0.4681

## [1] 0.4680797

theshF1 <- metrics$thresh[which.max(metrics$f1)]   
theshF1 # 0.1264

## [1] 0.1264

# Test data  
predicted <- predict(qda.fit, newdata = test\_data, type = "prob")  
predicted\_classes <- ifelse(predicted[, "yes"] > theshF1, 'yes', 'no')  
confusion\_matrix <- confusionMatrix(as.factor(predicted\_classes), as.factor(test\_data$y))

## Warning in confusionMatrix.default(as.factor(predicted\_classes),  
## as.factor(test\_data$y)): Levels are not in the same order for reference and  
## data. Refactoring data to match.

confusion\_matrix # accuracy = 0.8765, Sensitivity = 0.4829, Specificity = 0.9255, PPV = 0.4463, NPV = 0.9351, Prevalence = 0.1106

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction yes no  
## yes 385 481  
## no 471 6781  
##   
## Accuracy : 0.8827   
## 95% CI : (0.8755, 0.8897)  
## No Information Rate : 0.8946   
## P-Value [Acc > NIR] : 0.9997   
##   
## Kappa : 0.3816   
##   
## Mcnemar's Test P-Value : 0.7705   
##   
## Sensitivity : 0.44977   
## Specificity : 0.93376   
## Pos Pred Value : 0.44457   
## Neg Pred Value : 0.93505   
## Prevalence : 0.10544   
## Detection Rate : 0.04743   
## Detection Prevalence : 0.10668   
## Balanced Accuracy : 0.69177   
##   
## 'Positive' Class : yes   
##

confusion\_matrix$byClass['F1'] # 0.4639

## F1   
## 0.4471545

# Assuming `predicted` contains the predicted probabilities for the 'yes' class  
roc.qda <- roc(response = test\_data$y,   
 predictor = as.numeric(as.character(predicted[, "yes"])),  
 levels = rev(levels(test\_data$y))) # Ensure correct ordering of levels if needed

## Setting direction: controls < cases

# Print the AUROC  
auc(roc.qda) # 0.7623

## Area under the curve: 0.754

# Training data  
predicted <- predict(qda.fit, newdata = train\_data, type = "prob")  
predicted\_classes <- ifelse(predicted[, "yes"] > theshF1, 'yes', 'no')  
confusion\_matrix <- confusionMatrix(as.factor(predicted\_classes), as.factor(train\_data$y))

## Warning in confusionMatrix.default(as.factor(predicted\_classes),  
## as.factor(train\_data$y)): Levels are not in the same order for reference and  
## data. Refactoring data to match.

confusion\_matrix

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction yes no  
## yes 1833 2270  
## no 1896 26951  
##   
## Accuracy : 0.8736   
## 95% CI : (0.8699, 0.8771)  
## No Information Rate : 0.8868   
## P-Value [Acc > NIR] : 1   
##   
## Kappa : 0.3965   
##   
## Mcnemar's Test P-Value : 7.517e-09   
##   
## Sensitivity : 0.49155   
## Specificity : 0.92232   
## Pos Pred Value : 0.44675   
## Neg Pred Value : 0.93427   
## Prevalence : 0.11317   
## Detection Rate : 0.05563   
## Detection Prevalence : 0.12452   
## Balanced Accuracy : 0.70693   
##   
## 'Positive' Class : yes   
##

confusion\_matrix$byClass['F1'] #0.4681

## F1   
## 0.4680797

# Assuming `predicted` contains the predicted probabilities for the 'yes' class  
roc <- roc(response = train\_data$y,   
 predictor = as.numeric(as.character(predicted[, "yes"])),  
 levels = rev(levels(train\_data$y))) # Ensure correct ordering of levels if needed

## Setting direction: controls < cases

# Print the AUROC  
auc(roc) # 0.7694

## Area under the curve: 0.7694

plot(roc,print.thres="best",col="red")  
title(main = 'ROC Curve for QDA', line = 3)

![](data:image/png;base64,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)