***Clustering Quiz***

* For which of the following tasks might K-means clustering be a suitable algorithm? Select all that apply.
* **Given a database of info about users, automatically group them into different market segments**
* **Given sales data from a large number of products in a supermarket, figure out which products tend to form coherent groups (say are frequently purchased together) and thus should be put on the same shelf.**
* Suppose we have three cluster centroids:

![](data:image/png;base64,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)

Furthermore, we have a training example
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After a cluster assignment step, what will c(i) be?

* **c(i)=3** (minimized norm of x(i) – u 🡪||x(i) – u||^2)
* K-means is an iterative algorithm, + 2 of the following steps are repeatedly carried out in its inner-loop. Which 2?
* **Move the cluster centroids, where the centroids μk are updated.**
* **The cluster assignment step, where the parameters c(i) are updated.**
* Suppose you have an unlabeled dataset {x(1),…,x(m)}. You run K-means with 50 different random initializations, and obtain 50 different clustering sets of the data. What is the recommended way for choosing which one of these 50 clustering set to use?
* **Compute the distortion function J(c(1),…,c(m),μ1,…,μk), and pick the one that minimizes this.**
* Which of the following statements are true? Select all that apply.
* **If worried about K-means getting stuck in bad local optima, 1 way to ameliorate (reduce) this problem is if we try using multiple random initializations.**
* **For some datasets, the "right" or "correct" value of K (the number of clusters) can be ambiguous, and hard even for a human expert looking carefully at the data to decide.**