Description our exercise task

# Prior information

All of our algorithms and techniques are tested with the given audio signals, because we took a look on the files, they cover a variety of different genres and challenges for the tasks, so we think this has to be enough for the training. The second reason is, that we both have no experience with sampling some music.

# Onset detection 1: Superflux

TODO Stefan

# Onset detection 2: High Frequency Content + Weighted Phase Deviation

For the second onset detection, we started with the high frequency content (HFC) algorithm, because in the table on the lecture slides, it has very good fmeasure values for most of the cases. Because of several reasons, the HFC algorithm could not find a lot of onsets and therefore it was way too bad.

Because of that, we decided to mix it with the weighted phase deviation (WPD) algorithm, which should perform better in that cases, where HFC is bad (according to the table in the lecture slides).

The first problem which appeared by combining them is, how to combine them? First, we tried to add the different onset detection functions together, and perform peak picking on the combined function. We also tried to weight the summation with different weights. For optimizing all the parameters (not only the weight, also things like thresholds, window sizes, …) we applied an evolutionary Monte Carlo search.

For the second way of combining the onset detection functions, we performed the peak picking on each onset detection function separately, and combined the resulting onsets by removing double onsets (which means two onsets, which are very near to each other, given by a window). We also applied the same Monte Carlo search for optimizing all parameters and found out, that this way of combining the two algorithms does a much better job.

After optimizing each of the two combination techniques, the second one had nearly 10% more fmeasure, and the recall and precision values where much more together, while with the first technique, one of them was always very good, while the other one was very bad.

For the peak picking itself, we applied an algorithm, which finds all local maxima which could be an onset, and then checks, if this maximum is higher than the median in the current window and if there is no other local maximum higher than the current one. All of these values where parameters of our search.

After nights of searching for the best parameters and periodically optimizing the search space we end up with an fmeasure of approx. 77.16% over all the given training data.

# Beat detection: Autocorrelation

For the beat detection, we applied the autocorrelation as described in the lecture slides on the onset detection function of the first onset detection (superflux), because it delivers way better results than the second one.

The result of the autocorrelation has some peaks, where one is the right one which describes, how many time between two beats is. If we know this time and the first beat, we can always estimate, where the next beat has to be, and then we look in a small window around this time point for an onset, which is chosen as beat. If there is no onset in range, we assume, that there is a beat on the estimated time point and move on, because sometimes, there is no tone (and therefore no onset) on a beat.

The first problem we got with this technique was the peak picking on the autocorrelation result. Because in a lot of the cases, the highest peak in this graph describes the tempo and not the time between two beats. So, we optimized our peak picking in a way, that it collects all local maxima, takes the higher ones of this list (here we use the arithmetic mean as a threshold) and then we choose that one with the lowest time (and therefore highest tempo). This gave us a lot of very good results.

The second problem we figured out was, that the first onset is not always the first beat and so we estimate nearly every beat wrong in such a case. To fix this problem, we create a pulse train with the periodicity of the estimated beat time and a pulse length of 3 frames in the audio signal, cross correlate this signal with the first 1.7 seconds of our audio signal and get a graph, where the highest peak is very often the time offset for the first beat. Of course, all these parameters where found by searching.

At the end, we came up with a 74.49% fmeasure over all given training sets for beat detection. The biggest problem we have at the end is, that sometimes the estimated tempo between to beats is the half or double of the real time.

# Tempo estimation: ?
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