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# loading creditset.csv into the R Environment and verify the dimensions  
creditset<- read.csv(file.choose())  
#View(creditset)  
dim(creditset)

## [1] 2000 6

names(creditset)

## [1] "clientid" "income" "age" "loan" "LTI"   
## [6] "default10yr"

#splitting our dataset into training and testing datasets  
library(caTools)  
  
set.seed(2)  
split<-sample.split(creditset, SplitRatio = 0.75); split

## [1] TRUE TRUE TRUE TRUE FALSE FALSE

training<-subset(creditset, split =="TRUE");  
testing<-subset(creditset, split == "FALSE");

# Investigate the list of defaulters in each datasets - creditset, training & testng  
table(creditset$default10yr) #displays total count of defaulters & non defaulters in creditset

##   
## 0 1   
## 1717 283

table(training$default10yr) #displays total count of defaulters & non defaulters in training ds

##   
## 0 1   
## 1133 201

table(testing$default10yr) #displays total count of defaulters & non defaulters in testing ds

##   
## 0 1   
## 584 82

#default 10yr being a categorical variable, 1 represents defaulter and 0 represents non   
# defaulter. Make use of logistic regression to predict the default10yr dependent variable  
  
# above we have divided our data set into 2 parts training and testing  
# we are going to build our model /train our model with training dataset  
# and will test the same model on our testing dataset  
# training & testing are the subsets of creditset  
  
# building our Logistic Regression model  
# as clientid and LTI are not the predictors of default10yr we will not use these variables while building our model  
# Our predictor variables are age,income and loan  
# we need to decide and optimize our model in such a way that the accuracy is more  
# and the threshold cutoff probability is such that the model is not dangerous  
# like we predict defaulters as non-defaulters as such an info will be dangerous for bank  
# meaning False-Negative should be minimum but not much accuracy of the model is lost  
  
# Building Logistic Regression model using our training dataset  
model<-glm(default10yr~income+age+loan,data=training,family= binomial)  
model

##   
## Call: glm(formula = default10yr ~ income + age + loan, family = binomial,   
## data = training)  
##   
## Coefficients:  
## (Intercept) income age loan   
## 9.8166458 -0.0002367 -0.3465840 0.0017076   
##   
## Degrees of Freedom: 1333 Total (i.e. Null); 1330 Residual  
## Null Deviance: 1131   
## Residual Deviance: 316.7 AIC: 324.7

# Hence our logit function predictors are as below  
# Constant term is 9.8166458  
# Coefficient for Income is -0.0002367  
# Coefficient for age is -0.3465840  
# Coefficient for loan is 0.0017076  
  
# our Logit function becomes  
  
# logit(odds) = logit(default10yr) = 9.8166458 + ((-0.0002367) \* Income) + ((-0.3465840) \* age) + ((0.0017076) \*loan)  
  
# P(default10yr being '1') = e^(9.8166458 + ((-0.0002367) \* Income) + ((-0.3465840) \* age) + ((0.0017076) \*loan)) / ( 1+ e^(9.8166458 + ((-0.0002367) \* Income) + ((-0.3465840) \* age) + ((0.0017076) \*loan))  
  
# summary(model)

#Optimizing Our Model - Building others models to optimize "model" by trying combinations of predictors  
  
model1<-glm(default10yr~income,data=training,family= binomial)  
summary(model1)

##   
## Call:  
## glm(formula = default10yr ~ income, family = binomial, data = training)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -0.5958 -0.5813 -0.5674 -0.5523 1.9862   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -1.897e+00 2.536e-01 -7.480 7.44e-14 \*\*\*  
## income 3.687e-06 5.292e-06 0.697 0.486   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 1130.9 on 1333 degrees of freedom  
## Residual deviance: 1130.4 on 1332 degrees of freedom  
## AIC: 1134.4  
##   
## Number of Fisher Scoring iterations: 4

model2<-glm(default10yr~age,data=training,family= binomial)  
summary(model2)

##   
## Call:  
## glm(formula = default10yr ~ age, family = binomial, data = training)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -1.39150 -0.48762 -0.21609 -0.09672 2.02203   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) 3.06921 0.32098 9.562 <2e-16 \*\*\*  
## age -0.14283 0.01076 -13.278 <2e-16 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 1130.91 on 1333 degrees of freedom  
## Residual deviance: 809.99 on 1332 degrees of freedom  
## AIC: 813.99  
##   
## Number of Fisher Scoring iterations: 6

model3<-glm(default10yr~loan,data=training,family= binomial)  
summary(model3)

##   
## Call:  
## glm(formula = default10yr ~ loan, family = binomial, data = training)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -1.6076 -0.5434 -0.3574 -0.2567 2.3937   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -3.667e+00 1.981e-01 -18.51 <2e-16 \*\*\*  
## loan 3.450e-04 2.748e-05 12.56 <2e-16 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 1130.91 on 1333 degrees of freedom  
## Residual deviance: 941.76 on 1332 degrees of freedom  
## AIC: 945.76  
##   
## Number of Fisher Scoring iterations: 5

model4<-glm(default10yr~age+income,data=training,family= binomial)  
summary(model4)

##   
## Call:  
## glm(formula = default10yr ~ age + income, family = binomial,   
## data = training)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -1.39233 -0.48738 -0.21597 -0.09667 2.02211   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) 3.065e+00 4.347e-01 7.050 1.79e-12 \*\*\*  
## age -1.428e-01 1.077e-02 -13.266 < 2e-16 \*\*\*  
## income 8.987e-08 6.139e-06 0.015 0.988   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 1130.91 on 1333 degrees of freedom  
## Residual deviance: 809.99 on 1331 degrees of freedom  
## AIC: 815.99  
##   
## Number of Fisher Scoring iterations: 6

model5<-glm(default10yr~age+loan,data=training,family= binomial)  
summary(model5)

##   
## Call:  
## glm(formula = default10yr ~ age + loan, family = binomial, data = training)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.22066 -0.28396 -0.08938 -0.01918 2.60955   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) 1.904e+00 3.987e-01 4.776 1.79e-06 \*\*\*  
## age -2.147e-01 1.654e-02 -12.986 < 2e-16 \*\*\*  
## loan 6.128e-04 4.831e-05 12.686 < 2e-16 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 1130.91 on 1333 degrees of freedom  
## Residual deviance: 521.43 on 1331 degrees of freedom  
## AIC: 527.43  
##   
## Number of Fisher Scoring iterations: 7

model6<-glm(default10yr~income+loan,data=training,family= binomial)  
summary(model6)

##   
## Call:  
## glm(formula = default10yr ~ income + loan, family = binomial,   
## data = training)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -1.6818 -0.5102 -0.2789 -0.1034 2.2054   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -1.429e+00 2.842e-01 -5.028 4.97e-07 \*\*\*  
## income -9.240e-05 1.074e-05 -8.607 < 2e-16 \*\*\*  
## loan 6.568e-04 5.181e-05 12.677 < 2e-16 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 1130.91 on 1333 degrees of freedom  
## Residual deviance: 842.77 on 1331 degrees of freedom  
## AIC: 848.77  
##   
## Number of Fisher Scoring iterations: 6

# In all the above models from model1 to model6 the AIC value has not decreased  
# hence we cannot remove any of the predictors from Logistic Regression model named "model"  
# So we can say all the three predictors age,income & loan are good predictors of default10yr  
# our Final model for predicting default10yr is "model" which is optimized  
  
  
#Predicting Probabilities for training dataset  
library(CARS)  
res<-predict(model,training,type="response") # for training dataset  
head(res)

## 1 2 3 4 7   
## 3.909786e-06 2.198782e-02 6.628029e-06 3.250508e-03 2.377538e-01   
## 8   
## 9.027782e-02

# Confusion Matrix for our results when compared with predicted values for training dataset  
# we have threshold prob of 0.5 in this case which is taken by default  
tabtraining0.5<-table(ActualValue=training$default10yr,PredictedValue=res>=0.5)  
tabtraining0.5 #checked with probability cutoff = 0.5

## PredictedValue  
## ActualValue FALSE TRUE  
## 0 1105 28  
## 1 42 159

accuracytraining0.5<-sum(diag(tabtraining0.5)/sum(tabtraining0.5))  
accuracytraining0.5 #accuracy at 0.5 cutoff prob

## [1] 0.9475262

#our model built is accurate to upto 95% meaning it predicted defaulter as defaulter & non-defaulter as non-defaulter in the training dataset from creditset with almost 95% accuracy  
# Predicting Probabilties for testing dataset  
  
# now checking our model for accuracy with testing dataset  
# Finding the predicted probabilties associated with observations using our model for testing dataset  
res1<-predict(model,testing,type="response") # for testing dataset  
head(res1)

## 5 6 11 12 17   
## 9.245496e-01 1.160065e-07 1.078035e-03 8.220100e-05 5.608433e-04   
## 18   
## 1.193050e-07

# Confusion Matrix for our results when compared with predicted values for testing dataset  
tabtesting0.5<-table(ActualValue=testing$default10yr,PredictedValue=res1>=0.5)  
tabtesting0.5 #checked with probability cutoff = 0.5

## PredictedValue  
## ActualValue FALSE TRUE  
## 0 562 22  
## 1 14 68

accuracytesting0.5<-sum(diag(tabtesting0.5)/sum(tabtesting0.5))  
accuracytesting0.5 #accuracy at 0.5 cutoff prob

## [1] 0.9459459

#our model built is accurate to upto 95% meaning after verifying ith testing dataset from creditset.As it predicted & we verified defaulter as defaulter & non-defaulter as non-defaulter in the testing dataset from creditset with almost 95% accuracy  
  
# ROC curve  
# now we will try to check using ROCR package whether our cutoff Probability is with less False-Negative or not .  
# We can also check using ROC Curve whether our cutoff probablity is most closest to NW corner of the graph or not meaning it has least distance with NW corner of graph .  
library(ROCR)

## Loading required package: gplots

##   
## Attaching package: 'gplots'

## The following object is masked from 'package:stats':  
##   
## lowess

ROCRPred<-prediction(res,training$default10yr)  
ROCRPref<-performance(ROCRPred,"tpr","fpr")  
plot(ROCRPref,colorize=TRUE,main="ROC Curve", print.cutoffs.at=seq(0.1,by=0.1))

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAeAAAAGACAIAAAD6QiaYAAAACXBIWXMAAA7DAAAOwwHHb6hkAAAgAElEQVR4nO3df6grf37X8fenfru2qwV/sLtoW1vcmcN6PBS6dZFO2KWFtZKcFu4qnC6CXpR1IoImuF6seFysXkX7pWUCQk0U9RbBcv5wD+iZ6R8VWeuZRRfdP3o8XzgzdrerRWxXu8rSveDXfvxjfmQmmUwmuZPMJ8nzQeDmJJNkJufcVz55z+eH0loLAMA839T1DgAAqhHQAGAoAhoADEVAA4ChCGgAMBQBDQCGIqABwFAENAAYioAGAEMR0ABgKAIaAAxFQAOAoQhoADAUAQ0AhiKgAcBQBDQAGIqABgBDEdAAYCgCGgAMRUADgKEIaAAwFAENAIYioAHAUAQ0ABiKgAYAQxHQAGAoAhoADEVAA4ChCGgAMBQBDQCGIqABwFAENAAYioDGPsWTnqrS6/WGQVyxfRwMe71eYbvhJIgrNpxvXHzSyuds8YHAjmlgfyLPqfljdLyouLHvrtrYcf3FZ1658cKTLtn6gcDOEdDYp/qAFpkH77otS/G5ZuPlOH/jBwL7QIkDXVhoneY5+fCUlBbiyfNxmG7q+lG+ceRnW4bj55O0DDHf2HE9P1raVGYvJ5UVi+YPDIZJ8WMYzB+d3tab70YvvSGYDNOCyTC/Unhg5dPFwbBHiQWL9vVJAOh5Ei+VD3y3eHse2FVlhsU785+X27uR5zilgK9+ovUPTHevtGV5lytb444XNXlk/vSlx9J8By1omCCevJwVf44ek4atez2ylja2RtdJnoWPUWnjZ/3lTe/v76d9a/lJ3uiB6zhpczx6dWn1XyS5PbvNW8vB7UxExLm6TJ4+GA5mIiJu2ohPkj5c1e7HCSGg0YVwbBc7cdhZpSHJrPjpIfnx3K58tH2etFUfnuL1G6+09QPXca9HfUtExLIsEevyqpTQ2YfRPJ/TvPZeJI8Sa/Qqiejx28Hic+O0ENAwhuu/qmgwH5zFwC8ndHx3E4oU8jn7nCh+ZmUfWFlJHqeKgIYBknN007QFKdbZhYjkNYwlWW2i0cYrbf3ARBasDV6okNBL+Vw+GKCEgEYXsvN7aYeJcDZ+eVdoLGY1jMoybF6wTkMu3/h2qSAQT3rJ0JbKndj6gZuaJ/RkKZ/zvag6J3h/DN8o8Cb2eEISqOjFMe/8UIioQo+IYmeKKCoMK6noPrGit9yqMSfNH1ix31nPi6XdqO15UrE/Vf08AK01A1WwX9Uhlvcyq47oasU82/lAlaWuffMQbxTQ5Z50C/uTR33ajSNayn6cKgIa+7QixCpb0fVDvReja/WI7TUt02YPXJ3kDQO6kNBV49Trnhini4DGPq0bqLIYX1Hke64zz8a6cSdJAaSQo3XbbvHAyHNLFZFVA1VWBWttKaN8nMWKC06Z0lqvaBkAALpELw4AMBQBDQCGIqABwFAENAAYioAGAEMR0ABgKAIaAAxFQAOAoQhoADAUAQ0AhiKgAcBQBDQAGIqABgBDEdAAYCgCGgAMRUADgKEIaAAwFAENAIYioAHAUAQ0ABiKgAYAQxHQAGAoAhoADEVAA4ChCGgAMBQBDQCGIqABwFAENAAYypyAjic9VWUYdL1nANAJIwI6nvSUsm+uIr3Ml4FSvUnc9T4CwN5VZOK+RZ4jjleVzk3ubqzrdxrAoXrj+NnSW10fuIhEj6FcXFur7rbOLiR8jERWbtEYMQ1gU0qprl7ahBKHfe7Iw9PKIkb89CDOub3PPQIAA5gQ0NbllROO7eqzgcHQHofO1eWbN58B4LCYUOIQa3SvR8Gw8ouE40Vak84ATpA6nbKsUid0sADa0mF0mFDiAABUOICAjic9hqsAOHDBsHIoXu24vGP71l/fIeaYDlZ9Z3bt3fId71Zdr9lGGt/VyvaASeoi4ZvTMFHr/sgbB0s86dnj0PX1tN/sAccW0DU6KyQFQzWYiYiI40X3o/oznvGkZz9e62lfRH1U5LWIiLzOcvDdUiDqL+1mhwGIyLdmAf26xbZdPOnZ44umEX0AJY7DFgzV4CEdB+lfjO26UevqRwJlj0ORwR8R9YMiIvoLor8g+hdFvyP6HdGR6C/NLwB26K3s0iZrdO3KbNCwaEsLeqfiSc++uZo3m4OhGkj64ZlXY5K9Us5QPp80tDf4BgRgV96XtaC/2ll1lBb0LsV3N6FcnM2LGva5I7PbIPu0SCil1EeH8vmZ40XadzvcXwBzO2lBb8aEgN7m5ObhKI1St84uRGRQaMurPynySS3/bqa1XlefBrBHBLSIiPSnOvIcEXH9lZM6HeZX/ugxrLj1IflH/VlRf1pERP/zPe4SgIa+Jbt0x4ih3iLW6D6Snj0YPjvQKN6U+gsib4n+h13vB4BVDEhHE1rQic1Obh4G+9wp36B+RkQufK3l7yv909mNjEEHDGRAicOAz4hcf6r1tOudaN18Kmv190S+/iByISLJucFkC9IZMFGnxY2EOS3oY2RdXjny8BSriaifFHlL/N8bivssKeLk9fWOdxJAJQNa0AT0TlmjazccP5evif606PPhYOZ4L06iyA4cPAL64M27CFYMEVR3on5jKp98LX9DKaXUYCYS3twl2zEHFGA2A3pxENBvYPUw7iSz5YeV/uOx95X/JNmqt5HnhGNbDYNklYKKLiv96aH2KQSOjAEt6BPqP9B2Z4mVw7jzF1KfE/kB5YgUp0bZbK4UAF35kWyo979iqPfBWTGMe57O/17kLdFahyLFMLbOLqRujVwAZqDEceAqhnEX6V7FY4LbmZSCHYCRDChxENDbqh3GLbLigzcYDmZCTw7gABgQ0CYNVDkKXqSVUvLfdPLWlgrfycz9rs+kSMABYKDKAVsaxi0iae3ia1q+Q8mFWk5nx4s4OwgcBgNa0AT0Joq9nn9Z0mHcmfgpq2/847z27CQd7+JJL0ln2s7AwSCgD8lCr+ePv/rAh0u9MaLHUNxng8n3y1/6UDpvqn8xtnvXfz1dJ5J0Bg6JAb046AfdUFWv5//al+B/e9H92E77S3qRP7YHhZZyPPmwPf5ik8ViARjmr2b9oP8u/aANV9nrOfjOf+RJls6OF+mxPRD9q/cjyYdx/9qvi4iEY7u8QEzd0rEAjGBAiYNeHOskXS9ERL7tA++Z35z0ev7UOCx+tI71L4l6v3K86F6PROJJ729/mdYzcJjoxWG6vO7suyLv/ezHF1q+DyKi5F8q+QUlX1TyjgR/bf5Apexx6HivSGfgIBnQgiaga8STl7NCwn7Q/WQ4fjudfy6Zmk5ERN7V8lEt36vly+4gW16wP9Vaax1d3djUM4CDREAbrVh3ts8dkfd/0JHZbZCcb/RdEVf03xH1x9LNJy9nIp5bfAprdO3OZxgFcEAI6Ny8h/EwSOdKLt7QmeJsG+GvvudCRAZKaa3jpweR/yDyOlm8KiloeJE+W3gC+9wpd5cGcBh20M1u06AzIqDjSW/ew1gGStnjCz9bEMqXQUdFguJsG8niVb/yf/LZNuzHUNxv1/LjyY+eI44XjWTyl2ci/2vhSbJFrgAckLZb0NsEne5elKRb+pPvSuGnpbu3t/HBLuyJ74p8QMQREe27Ir87v0tkvuGPf0jk2z7x8y3vO4C9+6eSXFrKyW2CzoQWdPQYLsy/WfrJOrvopkiwMNtGfxq5kpwYVIOZRH84OXmolPpuEfl96S5/5GMi7/3sx9NvLfbjNQMIgcPUcoljm6AzIaDtc2dhBvvST/HTQ3ni5X0qv2HnHxRxfa1F/5DYfpLBked8WUR+dqDydQf/h0iyHatXAYer5RLHNkFnQkBbl1dO3tMhuJ2JzHuzJX0pnKvLDlqhSd15abaNJHLz7yDW6L74lST/4kI0A4et5YDeJuiMGEloje79R2WrsUjS8rQnPVul4+DF9fV9N2Fnja7d8eD55PJ+ZCVz7Tte1FfyfZ3sDYC9ansk4RZBx2RJS+Zjux0vur+869njMP9xZImS79Py53vqU6UVVdx0Gdh07CGFZ+DQ/etssqSPmztZUtZvrzeJRYLhsQ+LW5hT1O7dXaYVjHzKI5HXEn994QxsXtHoTzWnBYFjYPpAlWCo1MvzSEde2p2hP/UvxvaeMzrOp4bbw0sVx3b3p76bFonS1rd+j9Za1GPF+VgAR2a/80FXBl1NQC/MRJHov/CcYmV7D6zRffNTbmq19Q+unFN0dluojbwrIlprNZgx+gQ4coUWdE2wNMqWBiqDriagq1uJyTSbxqrpJt7sCUr9XGoO1nl4yezOwDErBHT9EJTd7UJNQC/32hNJeod01it5x4pju+fSsd3fJep3yW+KiEggIqFc5SXo68d9l30A7JwBS17VBLQ1unbD8fNi8sST3mAm7vUuToKV5g0p6HSuJBER8SKdfIv5n6JFRKmB1qUzgf1n7p7LPgB2bicnCTcLutqThP2p1tePtrLHYdKFwR6LF7U/BCOe9JSyb66q5qzwZbC3GsLC2O7UxZklWuuvqLQOVfGNJqlVk9DAMdnBZEmbBt3abnbpzPOZXfQgi+9uwpULQ/WnkefsaUblz92kH0TZGxU/PeR3flindajSR+D8Y+9Y6z7AqWq5xLFN0NUE9IpOz8Gw7bLDmj5re5osKRiqT33jEx8Wx4t01pkwH9vdE/VWvtnV516nU2347myghgG97oAj1HILepug2/jF46cHkXY7ctjnjtw8xdKv3vX46UGcqx03T5M+hdG/OHtbDZ5PonvfVYO/OJDA8aL+vBuNjicvZ87z6Pojnx3cBtN+/4XnzMa3f1NmjhfR6w44Ki1Xn7cKuopiiFv58LnWJzhOBsK4ftV9vtvWK1YebHEPkh3IR+WIfMCN0kf9CS3JzfmMrcV3qXrPARy015Jc6qJjE1sEXc0L++5e55pf8bnQ3i6sC+jyKyVLDmYP+VPJG+W7IuIXdpXJ+IGj9a4kl7YCWmu9adDVNOL7U73Pb+39qdbTPb5eSfQYilwt3jo/Q5icJ0jOGQ7UrZ/uajzp2erRZ2pR4Pjo37KLZ90s6Op7ccxXODStb3KHvCjPY2t07dK/DjhKr7NLh+oCOp0AOSkAFAq0rn90LcYVPaB9nQ5R+Y5kq3Eo4pZOw9IDGjhS72aXDtV1s7udSTLDv3V2kQ76tkavPGf28ijHNZd6uOQ9oLXWSqnPKFFKrSgf0QMaOEKGB7RIvqihfe5k8WVdXjmdLOG6U7WrW820/IQWrbX0ny1WNOgBDRwpw0schcmS5k3oY1WeeCQp7rxICzm/XeSFJMO7+y9KXyCS3tMvjq3gA8D4FrR1eZVP/dx/5qajEOO7m/Aov9P3p5EnyZop5UWr4p/vSX5a1Brd6+tHOz1Zat9csbgVcJxMCOg1y/QFQzWQpBtZvlSfe6DdyqrnOUqU1yEsRu5nRYnIJwI326DkUN8LAOu8I+kQ4nPV2ZqELBpbXue1vOZrPsh76YHBUA1mxDNwvH4xC+jvMTKg40nvqL7CrwjoxcPMvzQk2/8bUT8oeuGx8aRnjy+IZ+CIfTEL6A93F9AbL3l1bNavQyiSdbbLHjJ5Pg45NwgcN8N7cfSnvjsbnMKgwZXrEL4j6ncsbR28PQ53tKoMAGOYcJKwdj7owUxkNjjuod616xCKyPfKYvX5diY0n4GjZ0JA10+W1N3sRV1L1iF8ysJ5XvFI8vmS5jNw5LotbiTWLnl17GrXITxbWodwPv4dwFEzoQV98gEtsmoWDhH5Sr4OYYp8Bk4FAW2A2lk4FgtAyXpfR9+zBYDxvThOxJpZOEqix5C564DTQAvaDKtn4fgHhVk4hAY0cEoOIqCzRVV6k1gkGCb/ti8YFnrvxZPevEvfjl6wxBrdZ2uAFQdOWi/+rRRHC1qje83oQeA07KLEsWnQ1QZ0MFTq5Xk0X+i6P/UvxnbrkVma2CIdep2vmnj9aB9Tv2sAh6H1FvQ2Qbd69dn5StfFNa/TRa8armDbiO8W1rT13cWnX15xezu1B1vlq6Jft7iaL4BD8lNaksvG0VFtm6DbeC6O4kjoFmUvFD89LJ6Gs84upKs1XH7rqUz1B2DBLkocmwZdsxVVCoLbWdsdGYoLSVWsqFVxKACwY22XOLYKuiZN8rztnRSj2y1w5K8khZXD5y390teCN7LmYJd9lfoGcLo+oyW5bBwdK20cdGsn7J+vNSIiywuOtGnhpRLtTYpft6JKpV9R8u2UOIAT9Vey+aB/ot35oDcJOlZUWe2XlXzXqbw5ABZ8Ogvon+puwv6a2ewA4HR1O0QlUTsftBkzP8eTXjf7YcLvB0BH9jwXR2XQ1a2o8swtzte/jxF9lTYav1exukCm+gHZSMmKAywEdHHIjwGfWQB2rtiLoyZYVmbLhiqDrm4kYX9aPPcYprNVmB1RNSdQK7ZO1/BOjrE0RlIppT6UruodT3r2WLLN3NnA5DcAQDuKAV3fOWN3+7DpScJ40rPHYXtdK/Zo6SThmvW85T8r+YNaKeU5UlzCO99s70cAYH9+NDtJeGPkqt4F8zqAPQ4lny65VaWJQwp21lptup53NK5atRDAcdvNbHabBV1NQBeeaDArdaJuu/EYT3pKlSYOKfTslsEO698r1/MWyX8zlojI7GVhwujdfEIBMEnrAb1F0K2Zi6MwanBn41MkvrsJVw6A6U8jzwlv7tpP6HXrecvX51e1f1GYMJryBnD82u7FsU3Q1fXimO6gsVylelam3J4nS0rW8xZJPzqVUr4raiDpJ1V0dWN316MFwL603YLeJuhMWFGlelam3K4mS6pdz1sppX5AlFI68l7OxPWzTypr9MpzwvHb9OMAjlvbAb1N0C0HdDCcL5+ySrsn7qzLKycc29VPGgztcbizhbRXruetb0X/nGitl9chtM4upO59BnAM2i5xbBN0y0O9+9O0D4M11Xra2s7VsUb3ehQMKzt8O16k9U7S2bq8csY3T7H006ePHkNxr9OW8rsif1SLpH07HqP0ZGGGlQmBI9f6UOJtgm5152vfrZznc3klgANRcbDFKf4Wpvv7WSltlR9y5DltzX8KwGDfoyW51Obkbm1cgy7WAQ7e6vW8J9fz9bz702T8YNoRXHY44yoAU+x5Lo5KFSMJK2crLdrlnNA7tDSSsNZUyZC5RoHT9cFsJOEvGTWSMJuCY0WJY5c9ogHAELsZSbiZmvmg+1PNeAwAJ8qE+YaZsH+FbitPALpmQgaY0A/aSCZ8egLojgklDtYkXOEnlXz6VN4ZAMt+W3aS8DdYk9A4tKCB02ZmiaMoL3cU5h5loiAAJ+A35ZuSS4f7UPfawXAwc7xXI0viyfNxmAym8y9WDSYHgGPyVnbpTN2q3rczca9HlmRTQz/rS7KU7Oz2GBK6ZrlYmX+9KSxbwHcH4KR8S3bpTKPWe3A7y9e5OpKh3quXi029m241Xy42urqxT6H/CoBE9y3ouklAsmmRfFfy+YFKEwcdlsLBRp5TGiVZnACq8M4szJ+09DAAx0v0+9OLmZMl9afJHEGDmWSl6N5gdpArepetWC42yLri6R8T/WOSHHhxglbr7EJ2svoWAAN1X+Kob733y1NCW6N7PdrxDu1LxXKxg7yj9NdEflrrj1XOGhUuzQ0N4Ch13wvZhCWv9m7tcrHJGUL7XERWLbkC4Nh1X4NeF9CFTgwn1JMhGaVijURkNsgOOelrCOBUdF/iqA3oUicGrbVOprffU0+GeNLb0awfK5aL9XW2nreIZPVo3w3TGf3tx2vtuztZvxaAgfbSgq4NupqAjicvZwtz81uj+8hzZi/bbUavmJXJHoci2UImrQd19XKxOlnP+5/NJ+7IZsfWWk/78dMDqxECp6LdgN4m6GoCOnoMK9LIOrsoh9ub60+LHfkKzXVn3vmt1Y4j1uVVef3z6DHM+nmL1lo/q54bJb67CWlAA6ei3RLHNkFXE9D2eTnFEvHTQ/vf8vvTZLjIvkrc1ujaDcfP0xdLhrS/WP4ICIbFj7RgaI/Fe8VyMsCJaLvEsUXQ1XWSXsr7yHNkl+NUSi9Y+mBpwcLBJsciUnWI351v6bvzt4oxKsAJEf1D6aXtgSrNg672w6E/1dF5z7bVuBRSu2tD5i9440X3l7t6lcSKTt3W6F6PPpGfKlzoCQ7gdOyq/0bzoFvXet/72BRrdK8vJz3bVjdOVV+LvWAyaAC77L/RMOiMHKhije515EnYWa9jAhrArrvZNQi6tatABaXxzgvd7g7KBktefb+Sz7PeFXDSlDzPrv1M0+ho27qBKurleeHMWHR1s7eeFrndDVgBgNX2OtS7MuhqGpXxpGc/Xi92zEsnUja1HV0cCris6cfgR5R8gRY0cNKUDLNry5OmleyufV0/UKWiw3P/mdv2QJU21XRt6XrXAByW+UCV+m5zu9uD+oEqFUm8k4EqAGAco2ezs0bX7mxQKorEk549DtOFClu2OG9ehuozgE7sIqA3C7q6RWOHg5nMZ/HIp/Uo3tJOesaTnlL2zVXVQD1fBqcyySkAo7Q83egWQde459kOxZOefXO18rzjmrsb26Cb3R9Q8k7nbwuALin5W9m1z7SRk9sEnQkDVaqnzcvtYP48AFir3RLHNkFnQkBXT5uX47QkgC60W+LYJuhMCGjr8soJx3Z1PTsY2uOwtLY2AOxDuy3obYKu+2VrJZ2RKRhWDjJxvEhr0hnA3rUcj1sEnQknCfdkg5OEtpLoVN4WAJWU/JPs2p8xci4Okfk6Wr1JLBIM6fEG4EQYPVBlPllSvvhIf+pfjO3jz2imGwVgdkAnq3ovrMHXf+E54fjtIx/dR0ADaHugyha2WtUbAI6f0S3o6l57we3s+Hsl04IGYHZAW6NrNxw/Lxac40lvMJPdTJYEAEbpvsSx4ZJXh7zm1Qbd7H6Pkv9ONzvgpCn5hezax7rqZkc/6CoENHDylHw+u+Z0lZNGjCQEAPN0WdxI1M4HXTmv9ClMos9JQgAGnCTcsMQRDNVA/MWFZA/DBiWO9yn5NUocwElT8k527fxgatCHG9EENIDmlHwpu/b7jZ2LY1H/mSuzW0ocAI5d9yWOjQM6fnrYxX4AgGEOL6CDt8ehuM8Or8ABAJvpfqBKzYfDwhCVjONFB1iABoANdd8LmYEqVX6nkl8/lbcFQCUl38iuvdfAk4TxpLe/6fnjSW9VL+t40tt3z2tOEgLYQYlj06DbeLrRXYgnPXssXqS11lr7Mjj+oTAATPf/VHppyRZBVxPQ/anvzgZ7SMr47iYsrAzQn+rIexiwuBaALr2bXdqxTdDVDvUezERmg50P9V5uqluje30ai2sBMNXr7NKObYKutgWtV2m3G0f1ygD9qfYvxja1DgCdaLkFvU3QbTxQZQesy6vqdQ6TIos9Dve9R5wkBNByQG8TdMsBHQz3forOGt1H3kNVxbw/nS8pDgB71HKJY5ugW+4afLizIa2xQT/ob1XyDfpBAydN/ZfsmtXZeJHuh8oAgIkMKHWaUINeo4OBKgDQdomjXmXQVZc4KqbgKHGNLYEoVdernBIHgIbUf8yu/aE1Y1V2VwCpLnGYG8Dr1LxT9dkNACWFEgc1aAAwCTXoguIsIqe0QC0AM+2kBr1Z0BkR0PGkp5R9cxVVDFr0ZaCYlgPA3rU8UGWboDNhPuh40rNvrqL7UfXMeWvubox+0ACaU3fZtR9uJSe3CToTWtBr5jW1zi4kfIz2uUcG1J4AdGznkyWVVAadCQFdPYdILn56EOfc3uceAcBeJkvKVQadCQGdzCGyYjqnYGiPQ+fqch8LBwBAbieTJW0WdEZ0s7NG93oUDCs7KjtepDXpDGDf2h5DuEXQmXCScE82OEn4zUr+76m8LQAqqWl27c8xWRIAGMWAzgIENABU2dc0STUIaACoQgsaAAxFQBvKgF8MgI5R4gAAQxnQUCOgAaAKAQ0AhqLEAQCGogUNAIYioAHAUJQ4AMBQtKABwFAENAAYihIHABiKFjQAGIqABgBDUeIAAEMZ0II2YdHYRDzpqSrVSywCwG61vGjsNowI6HjSU8q+uYr0Ml8GSvUmK9cqB4CdeJ1dumNCQMd3N6HjRfejqsW7+9PIc8KbOxIawF7RghYRkegxlIuzqnQWERHr7ELCx2ifewQABLSIiNjnjjw8rWwix08P4pzb+9wjAKDEISIi1uWVE47t6rOBwdAeh87V5coGduviSU+EM5PAqTOgBa201l2+/lwwVIPZ8s0ri9MbU6rJwQZKDZJrxrwzADqg3pdd+2pnOWlCCzrRn1b04dC6pXRuJBjm6exrrZTa2ysDMM5OShyb9Sc2J6C7FgzVYOZ4kfbd5AZNRgOnrO0Sxxb9iQ8goONJbx/DVfpTEdlnex2A0VoO6G36Ex9AQFuje62n/WYbV355SOx2LwEcmUJA1wRL42zZpj/xAQT0Rirr2Ikmj83ea1eanlQEcPxqgqVxSmzTn/iEMqhh4Oafh6fzzgCo0VZbLZ707HHo+lUFgewc2EIBxJwWtCmTJWnfFXF90hlAq6zRfXo2cNnL86iqz5oRAc1kSQBOw2b9iU0IaCZLAoAKJgQ0kyUBQAUTAtqwyZL60+a9+gBgh+q7j+xH5DmSnJhb5rsi4nhV5ekNdf1OAzhUb54/2zFiTUJrdK9HwbCyw7fjRVq3MryveUYfRw/o4zgK4UDMw4Hsjen71wnzf21NHMdRCAdiHg5kb0yoQQMAKhDQAGAoAhoADEVAA4ChCGgAMBQBDQCGIqABwFCmdwMEgJNFCxoADEVAA4ChCGgAMBQBDQCGIqABwFAENAAYioAGAEMR0ABgKAIaAAxFQAOAoQhoADAUAQ0AhjrhgA6GKtWbxG+8WVca7V486Sll9GFs/D4HQ1OPpOGBFH8nw2B/u9dcswMx/zhS8aRXv4Nm/k/Xp8l3RRwvWrq+3WZdabR7kedIflfyg7j+XvdzrU3fZ98VMe63ofUmf1fze3z3YH8jkeeUNzPuODLJX8zqvTP1f/ppBnTkOaXfgO9W/u4abtaVZrsXec+1O60AAAZXSURBVE755qUbOrfp+5z8ZzPnP1Fuy7+rg/2NLO64Yf9BMtnfy+qdM/d/+kmWOOK7m1Auzqz8Bvvckdnt4tefhpt1peHuWaN7raf9wg1nFyIPT+Z8idvwfY4nL2eO57kr7u7QBn9XztXlfLOlX1HXDP/L30gwVIOZ40WFmF5i8PGeZECLiDjn9vwH6+zizTbryja7F9zOpPTXaILGBxJPno/FezU628NObaPBgUSPoVycWWaWPHNNfiPW5ZUjs5fp7gfDwUzcZwZ90IiI9Kda6/vR2j93Q/+nn2RAR49hxa1LjcqGm3Vlu90LhoOZON4Lg/4bbXAgWTyb9emSaXYg8dODyGygbp+l32KjqxvbrPNrjX8j1uhe+xdjWyml1ODBi4z6ItCYwf/TTzKgT1YwVIOZuH6DBoWJzI7njThelEeZNbp2DflCvalgqNRA/MIHjZHfBg7YSQa0fe5U3Lr0rb/hZl3ZdPfyYpxpjZyGB2J+PG/wGynfaE7JM9H4N/JyJq6f/T1Zo1eeE47fNuc4mjL4f/pJBrSISPgYzX+Inx7ebLOuNN29eNJL0tnUtvP6A4nvbkIJ02/TSg1mkvxkVG2gyYGsqG+WaqAGaPCnFT2GFaVbIyoDmzP0f/pJBrR1eeWU/o6ix7Di7EbDzbrSePfiSc8eh67f5FRJF5odiDW6L3Y/yvuqGvR9oOFvpP9ssaKRnjbcy0420fBA7HOnnGsiYkjDczMm/0/fb68+Y5zOQJXSWAJTbf4+G/jb0HqT8R3zexY74Rqh2YGUxqYY/pdW37fZ1P/ppxrQ+Zg6EakdNLBiM1OsPYrCBkXGHUvDX0fOpP9EJU0PpNAt18jjaHogxe7FZh5IajGgD+N/utJab9f0BgDs1EnWoAHgEBDQAGAoAhoADEVAA4ChCGgAMBQBDQCGIqABwFAENAAYioAGAEMR0ABgKAIaAAxFQAOAoQhoADAUAQ0AhiKgAcBQBDQAGIqABgBDEdAAYCgCGgAMRUADgKEIaAAwFAENAIYioAHAUAQ0ABiKgAYAQxHQAGAoAhqtCYaq0jBY/7h12+xfea+CYXa9i72dvzpOCwGNVjlepBdN+13v1Tb60/meB8PBrOr2/Si+Ok4LAQ0AhiKgsT/FGkj1d/Z40ltRGyne05vEKx7bmwTz7RY3K7x86a7qF81KGfGkpwYzkdkgeVjx9vJRBMP8idfvrQRD1ZtMhsXXrHh/Fl+94ZPjWCx9HwW25LvVJY75va6fXI88p7Bpdk/kOfNNkpvTH0vblx88F3mOSP6Q4sOXflx86qrNivtbeX3hkfPDb7S3ySsV7lj//izftfLJcSQIaLSmNqB9t3hfKdyyACoFUe0TV265lFaR52Q/F64uPGXti9YG9EJCl55x/d4ubtbg/Wn+VuBYUOJAq8KxXd2Foz/V9yNLRESCobLH4fJj+89cmQ2Wix/B7Uycq0trfot97sjstqpIcnE238w6u5Dw5i4Wie9uwtJdYp87Ej5Gq1+0AWt07ea7ke/klnvb4P2Rzd4KHAECGq1aakHnHR7mldOB+Fk5oqw/1ZHnzAYVNehy8K/KL3HO7Wb7aZ1drH/RtfrPsoQuJ2fDvS1p8P5s/+Q4UAQ09iKePB+H2Vfxml5q1ug+TXbfldkgPwdWUTp5o75u8dPD+hddL0vo4HYm7vUoa9luvrdN35+tnhwHi4DGXkSPobjP+sUf1+hPfXdehQgfoyYvk1Q0UvNWrXV55cjDUyF3o8ewqrk9f9GGkoQe3s7yo9tgbwsavj/bPTkOFgGNvSiVStORF6XElFI3NZE0X89tEem/8JxiwzYYruxgFo6fp7cHw8G8VWuNrt1wbA+LO5Dct/JFFy3ubar/zJXZbFZI1w32dm7d+5Nd3+rJcbi2P78IlNV3syuUVR0vKvYyK3RE8N3C32bpucpV2ap+C0nPB2++3eJGhSdf6gixfE+pe0S6SbbjpWde6M/XcG+Xnmf1+1N89YZPjiOhtNZbxDpgnHjSs8cXPgVZHA9KHABgKAIaAAxFiQMADEULGgAMRUADgKEIaAAwFAENAIYioAHAUAQ0ABiKgAYAQxHQAGAoAhoADEVAA4ChCGgAMBQBDQCGIqABwFAENAAYioAGAEMR0ABgKAIaAAxFQAOAoQhoADAUAQ0Ahvr/Nc4P2GfvEFcAAAAASUVORK5CYII=)

# We can see that the distance between the 0.4 probabilty and the Northwest corner is less as compared to 0.5  
# so we can decide to take our cutoff probabilty as 0.4  
# this probability will also decrese number of false-Negatives which were dangerous to our model  
  
#### Trying different Probabilty values as cutoff to check diffrent Confusion matrices  
# checking confusion Matrix for diffrent Probabilities for our training dataset  
table(ActualValue=training$default10yr,PredictedValue=res>=0.3) #checked with probability cutoff = 0.3

## PredictedValue  
## ActualValue FALSE TRUE  
## 0 1073 60  
## 1 26 175

table(ActualValue=training$default10yr,PredictedValue=res>=0.4) #checked with probability cutoff = 0.4

## PredictedValue  
## ActualValue FALSE TRUE  
## 0 1088 45  
## 1 30 171

table(ActualValue=training$default10yr,PredictedValue=res>=0.5) #checked with probability cutoff = 0.5

## PredictedValue  
## ActualValue FALSE TRUE  
## 0 1105 28  
## 1 42 159

# so finally As per the model our probability cutoff is 0.4 as it gives me a good accuracy along with less false negatives  
# Thus giving the Confusion matrix as  
  
tabtraining0.4<-table(ActualValue=training$default10yr,PredictedValue=res>=0.4) #checked with probability cutoff = 0.4  
tabtraining0.4

## PredictedValue  
## ActualValue FALSE TRUE  
## 0 1088 45  
## 1 30 171

table(training$default10yr)

##   
## 0 1   
## 1133 201

accuracytraining0.4<-sum(diag(tabtraining0.4))/sum(tabtraining0.4)  
accuracytraining0.4

## [1] 0.9437781

#Sensitivity & Specificity & Accuracy for training dataset  
#calculating Sensitivity & Specificity for dataset training for p=0.4  
sensitivitytraining0.4<-tabtraining0.4[4]/(tabtraining0.4[2]+tabtraining0.4[4])  
sensitivitytraining0.4

## [1] 0.8507463

specificitytraining0.4<-tabtraining0.4[1]/(tabtraining0.4[1] + tabtraining0.4[3])  
specificitytraining0.4

## [1] 0.9602824

# Classification Accuracy for group 0 for training dataset is equal to "specificitytraining0.4" calculated as shown in output  
  
# Classification Accuracy for group 1 is equal to calculated as "sensitivitytraining0.4" shown in output  
  
# Classification Accuracy of our model for training dataset is given by equal to  
classification\_accuracy\_training0.4<- (sensitivitytraining0.4+specificitytraining0.4)/2  
classification\_accuracy\_training0.4

## [1] 0.9055144

#Overall accuracy found by using the table meaning true predictions out of actuals is given by  
# (TruePositive + TrueNegative ) / (TP+TN+FP+FN)  
accuracy\_tabtraining0.4<-sum(diag(tabtraining0.4))/sum(tabtraining0.4)  
accuracy\_tabtraining0.4

## [1] 0.9437781

#Verifying our Model on Testing dataset  
# ------------------------------------  
# checking actual 0's & 1's in testing dataset  
table(testing$default10yr)

##   
## 0 1   
## 584 82

# We have below Confusion matrix as for testing  
tabtesting0.4<-table(ActualValue=testing$default10yr,PredictedValue=res1>=0.4) #checked with probability cutoff = 0.4  
tabtesting0.4

## PredictedValue  
## ActualValue FALSE TRUE  
## 0 559 25  
## 1 10 72

## Verifying our Model with Probability 0.4 for the testing dataset  
#calculating Sensitivity & Specificity for dataset testing for p=0.4  
sensitivitytesting0.4<-tabtesting0.4[4]/(tabtesting0.4[2]+tabtesting0.4[4])  
sensitivitytesting0.4

## [1] 0.8780488

specificitytesting0.4<-tabtesting0.4[1]/(tabtesting0.4[1] + tabtesting0.4[3])  
specificitytesting0.4

## [1] 0.9571918

# Classification Accuracy for group 0 for testing dataset is equal to "specificitytesting0.4" calculated as shown in output  
  
# Classification Accuracy for group 1 is equal to calculated as "sensitivitytesting0.4" shown in output  
  
# Classification Accuracy of our model for testing dataset is given by equal to  
classification\_accuracy\_testing0.4<- (sensitivitytesting0.4+specificitytesting0.4)/2  
classification\_accuracy\_testing0.4

## [1] 0.9176203

#Overall accuracy found by using the table,meaning true total predictions out of total actuals is given by  
# (TruePositive + TrueNegative ) / (TP+TN+FP+FN)  
accuracy\_tabtesting0.4<-sum(diag(tabtesting0.4))/sum(tabtesting0.4)  
accuracy\_tabtesting0.4

## [1] 0.9474474

#Our Logistic Regression model "model" is a good model which is able to predict the data which was even not supplied to it i.e. testing dataset. As model was trained with training dataset. We get good Overall Accuracy and also model is less risky .  
  
# Calculating Area under ROC curve  
library(verification)

## Loading required package: fields

## Loading required package: spam

## Loading required package: dotCall64

## Loading required package: grid

## Spam version 2.1-2 (2017-12-21) is loaded.  
## Type 'help( Spam)' or 'demo( spam)' for a short introduction   
## and overview of this package.  
## Help for individual functions is also obtained by adding the  
## suffix '.spam' to the function name, e.g. 'help( chol.spam)'.

##   
## Attaching package: 'spam'

## The following objects are masked from 'package:base':  
##   
## backsolve, forwardsolve

## Loading required package: maps

## See www.image.ucar.edu/~nychka/Fields for  
## a vignette and other supplements.

## Loading required package: boot

## Loading required package: CircStats

## Loading required package: MASS

## Loading required package: dtw

## Loading required package: proxy

##   
## Attaching package: 'proxy'

## The following object is masked from 'package:spam':  
##   
## as.matrix

## The following objects are masked from 'package:stats':  
##   
## as.dist, dist

## The following object is masked from 'package:base':  
##   
## as.matrix

## Loaded dtw v1.18-1. See ?dtw for help, citation("dtw") for use in publication.

roc.area(training$default10yr,res)

## $A  
## [1] 0.9826288  
##   
## $n.total  
## [1] 1334  
##   
## $n.events  
## [1] 201  
##   
## $n.noevents  
## [1] 1133  
##   
## $p.value  
## [1] 5.273768e-106

# Area unde ROC curve is equal to as shown below

# Calculating Nagelkerke R square  
  
library(fmsb)  
NagelkerkeR2(model)

## $N  
## [1] 1334  
##   
## $R2  
## [1] 0.7992079

# our Nagelkerke R square is calculated as shownabove .

logLik(model)

## 'log Lik.' -158.3399 (df=4)

# The probability of the observed results given the parameter estimates is known as the Likelihood. Since the likelihood is a small number less than 1, it is customary to use -2 times the log likelihood (-2LL) as an estimate of how well the model fits the data. A good model is one that results in a high likelihood of the observed results. This translates into a small value for -2LL (if a model fits perfectly, the likelihood=1 and -2LL=0)  
  
#This is far from zero, however because there is no upper boundary for -2LL it is difficult to make a statement about the meaning of the score.  
# It is more often used to see whether adding additional variables to the model leads to a significant reduction in the -2LL.
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## Median :15.0 Median : 36.00   
## Mean :15.4 Mean : 42.98   
## 3rd Qu.:19.0 3rd Qu.: 56.00   
## Max. :25.0 Max. :120.00

## Including Plots

You can also embed plots, for example:

![](data:image/png;base64,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)

Note that the echo = FALSE parameter was added to the code chunk to prevent printing of the R code that generated the plot.