**A Virtual Sensor System for User-Generated, Real-Time Environmental Data Products**

David J. Hilla,[[1]](#footnote-1) Yong Liub, Luigi Marinib, Rob Kooperb, Alejandro Rodriguezc, Joe Futrelled, Barbara S. Minskere, James Myersf, Terry McLarenb

a Department of Civil and Environmental Engineering, Rutgers University

b National Center for Supercomputing Applications, University of Illinois at Urbana-Champaign

c Amazon.com

d Woods Hole Oceanographic Institute

e Department of Civil and Environmental Engineering, University of Illinois at Urbana-Champaign

f Computational Center for Nanotechnology Innovations, Rensselaer Polytechnic Institute

Abstract

With the advent of new instrumentation and sensors, more diverse types and increasing amounts of data are becoming available to environmental researchers and practitioners. However, accessing and integrating these data into forms usable for environmental analysis and modeling can be highly time-consuming and challenging, particularly in real time. For example, radar-rainfall data are a valuable resource for hydrologic modeling because of their high resolution and pervasive coverage. However, radar-rainfall data from the Next Generation Radar (NEXRAD) system continue to be underutilized outside of the operational environment because of limitations in access and availability of research-quality data products, especially in real time. This paper addresses these issues through the development of a prototype Web-based virtual sensor system at NCSA that creates real-time customized data streams from raw sensor data. These data streams are supported by meta-data, including provenance information. The system uses workflow composition and publishing tools to facilitate creation and publication (as Web services) of user-created virtual sensors. To demonstrate the system, two case studies are presented. In the first case study, a network of point-based virtual precipitation sensors is deployed to analyze the relationship between radar-rainfall measurements, and in the second case study, a network of polygon-based virtual precipitation sensors is deployed to be used as input to urban flooding models. These case studies illustrate how, with the addition of some application-specific information, this general-purpose system can be utilized to provide customized real-time access to significant data resources such as the NEXRAD system. Additionally, the creation of new types of virtual sensors is discussed, using the example of virtual temperature sensors.

**Key Words:** Cyberinfrastructure; Virtual Sensor; NEXRAD; Real-Time Sensing; Workflow; Environmental Sensors; Collaborative Technology; Data Integration

# Software and Data Availability

The virtual sensor system described in this paper is currently operating in prototype mode and can be accessed through the Web site <http://sensorweb-demo.ncsa.uiuc.edu>, which is hosted on the National Center for Super-computing Application’s (NCSA) cloud computing platform. On this Web site, users can interact with the virtual precipitation sensors described in the case study below. To create new types of virtual sensors, users will need to download a desktop version of Cyberintegrator from the Web site: http://isda.ncsa.uiuc.edu/cyberintegrator/. This download is free but requires registration. The virtual sensor system software is being made available through NCSA’s open source license[[2]](#footnote-2) to permit interested users to create new instances of the virtual sensor system on their own servers. Interested users are invited to contact Yong Liu at yongliu@ncsa.illinois.edu for information on creating new types of virtual sensors within the prototype operational system as well as on creating new instances of the system.

# Introduction

Recent advances in environmental sensing technology provide the ability to observe environmental phenomena at previously impossible time and space scales [NSF, 2004]. Not only do these observations provide valuable quantification of the space-time dynamics of large-scale environmental systems, but they also give insight into the scale relationships between processes that drive the behavior of these systems. Thus, the data provided by environmental sensor networks present potentially profound opportunities for improving our understanding of and ability to sustainably manage large-scale environmental systems [NRC 2009, 2008]. However, accessing and integrating these data into forms usable for environmental analysis and modeling can be highly time-consuming and challenging, particularly in real time [Granell et al. 2009; Horsburgh et al. 2009; Denzer 2005]. At the same time, data products published by agencies, such as the National Weather Service’s (NWS) Next Generation Radar (NEXRAD) MPE and Level III products, are traditionally viewed as official final products of a particular processing regimen. However, to meet the diverse requirements of the research and operations community, different customized products are needed.

Consider radar-rainfall data, which are a particularly valuable resource for hydrologic modeling because of their high resolution and pervasive coverage. For example, recent studies have shown that the use of direct (not gauge-corrected) radar-rainfall estimates as input to flood forecast models produces more accurate forecasts than the use of data from the existing raingauge networks [Bedient et al. 2000; Sempere-Torres et al. 1999]. This result has been attributed to the high spatial and temporal resolution of radar-rainfall data, which allow the data to more accurately reflect the spatial and temporal variability of rainfall—a feature that is especially important when forecasting in small watersheds such as those present in urban environments. Although the value of these data is well recognized by the research community, radar-rainfall data from the NEXRAD system are underutilized outside of the operational environment of the NWS for forecasting river flows [NRC 1999b]. Two studies by the National Research Council (NRC) have attributed this behavior to limitations in access and availability of research-quality data products [NRC 1999a, b]. Our research begins to address these issues through the development of a prototype Web-based system for transforming raw sensor data and producing real-time customized environmental data products, or *virtual sensors*. This *virtual sensor system* is developed around the concept of an interactive, service-based framework that encourages collaboration and facilitates the democratization of data product creation (Liu et al. 2009b). To achieve this, the virtual sensor system was created by combining a number of software components created at the National Center for Supercomputing Applications (NCSA). The main contribution of this paper is in integrating existing general-purpose components that support streaming data management, triggered workflows, and Web interaction to create an interactive service-based system that is extensible to a wide range of environmental data types. To illustrate the functionality of this virtual system, we explore two case studies, in which the virtual sensor system is employed to create real-time customized radar-rainfall data streams from raw NEXRAD data. The next section of this paper describes the interactive service-oriented architecture of our virtual sensor system. We then discuss the specific software components that are used to implement this functionality. The NEXRAD case studies are presented next, followed by a discussion of how the virtual sensor system could be applied to other types of environmental data. Finally, conclusions and future work are discussed.

# Virtual Sensor System

The virtual sensor system developed in this research not only effectively lowers the barriers for individual researchers to access officially published raw/customized sensor data products, but it also enables members of the research community to create their own customized sensor data products and to republish these products as new virtual sensor data streams in real time for sharing and reuse. It is an important distinction that the virtual sensor system does not simply provide transformation tools that researchers can download to their desktops or static customized products that can be downloaded. The components described in the next section, combined into an integrated system, provide an overall framework for tackling the tedious and often challenging tasks associated with streaming data (fetching real-time raw data streams, storing and indexing data streams, and publishing data streams), along with the analysis tasks associated with transforming the raw data into the desired data products (creating and publishing workflows as real-time services) to produce a real-time stream of user-customized data products that can be republished in one of several common data formats for sharing and reuse.

Previous studies have introduced the terms virtual sensor and software sensor to refer to the application of a model or other one-time transformation of raw sensor data to produce a higher-level data product [Cecil & Kozlowska 2009; Havlik et al. 2009; Douglas et al., 2008; Aberer et al. 2007; Jayasumana et al. 2007; Ciciriello et al. 2006; Kabadayi et al. 2006]. The virtual sensor system developed in this research, however, provides more interactivity and potential for customization and collaboration through the publication of both the derived data products and the *workflow* that created them. A scientific workflow is the description of a process for accomplishing a scientific objective, usually expressed in terms of tasks and their dependencies [Ludäscher 2009; Gil et al. 2007 ]; a workflow can be reused, modified, and executed as an ongoing service to process and model incoming or historical data.

The virtual sensor system developed in this research employs a workflow system (discussed shortly) to perform the computations required to spatiotemporally and thematically transform raw measurements to more usable forms (e.g., transforming from reflectivity to precipitation). During these transformations, the virtual sensor system tracks *provenance*, meaning that it automatically records the data sources and sequences of computations as metadata [for more details see Liu et al. 2010; Moreau et al. 2008] that are made available along with the transformed data stream. The virtual sensor data products and metadata are then published by assigning unique identifiers that can be used to immediately and unambiguously access them. The virtual sensor data and metadata are published for user access using uniform resource identifiers (URIs).

Workflows and provenance tracking provide transparency to virtual sensor data, analysis, and decisions, and they can be used for community review and sharing of virtual sensor–derived results. In addition to storing the basic data provenance (i.e., data sources and processing steps) for the derived data products, our virtual sensor system also captures the full configuration of the workflow application and service infrastructure used in its production, which provides a template that can accelerate the development of new virtual sensors: researchers need only develop new transformation and/or aggregation modules and then swap them into existing workflows. The revised workflow can then be published as a new virtual sensor service. Over time, this will allow data users to select from a broad array of virtual sensor streams to support their research. Thus, virtual sensors permit research needs to drive the creation of data products, rather than having a centralized agency decide on what research data products to distribute. Finally, storing workflows, input data, and their linkages as provenance facilitates comparisons between existing and new virtual sensors and existing virtual sensors and new physical sensors.

The architecture of the virtual sensor system is designed to provide a framework for *open development* and *sharing* of virtual sensor data, as well as the transformations that create these data. A high-level architecture diagram is shown in Figure 2.

As shown in Figure 2, the architecture is divided into three layers. The bottom layer is the remote sensor store layer, where the heterogeneous sensor networks reside. We consider data loggers and remote sensing repositories that are accessible through HTTP or FTP protocol as examples of such stores. The repositories that compose this layer are distributed across the Internet and are managed directly by the agencies that collect and publish the data. Examples of such repositories include the United States Environmental Protection Agency’s Storage and Retrieval (STORET) Warehouse[[3]](#footnote-3) and the United States Geological Survey’s Water Information System Web Interface (NWIS-Web).[[4]](#footnote-4) When producing the virtual rainfall sensors, this layer is one of the LDM distribution servers, which is usually an FTP server.

The middle layer is the virtual sensor abstraction layer, which is largely based on the NCSA digital synthesis framework (DSF) middleware components for building virtual observatory cyberinfrastructure. This layer provides middleware and virtual sensor data models and management tools that facilitate the retrieval, curation, and publication of virtual sensor data. Specifically, this layer implements workflow-based processing (Cyberintegrator) over a semantic content repository abstraction (Tupelo), augmented by a temporal stream management layer. The result of system operation is a set of file-like data sets (reference-able via global identifiers) that have additional descriptive information, as well as provenance and temporal relations with other data sets, recorded as queriable resource description framework (RDF) statements in well-defined vocabularies (e.g., the Open Provenance Model [Moreau et al. 2008]). The virtual sensor system uses the recorded information to generate data outputs and can provide a graphical display of the data provenance and relationships, as shown in Figure 3. Provenance and other metadata can also be accessed programmatically, for example through SPARQL protocol and RDF query languagequeries. Each of these components are described in more detail below, followed by a summary of the typical event and data flow during operation of the system.

The top layer is a Web-based collaboration layer, where a map-based Web interface provides users the capability to deploy and visualize new instances of the virtual sensors that will be computed using the published workflows. Several visualization capabilities are provided as part of the toolkit, including basic visualization of the time-series of the streaming data in a line graph plot [Liu et al. 2008], as well as more advanced spatiotemporal visualization of changes integrated over specified geospatial areas [Liu et al. 2009a].

# Software Components Enabling the Virtual Sensor System

Implementation of the virtual sensor system leverages a number of components that have been developed synergistically within the National Center for Supercomputing Applications (NCSA), namely Cyberintegrator, the streaming data toolkit, Tupelo, and a virtual sensor abstraction and management service. These are general purpose tools for workflow development, streaming data management, content management, and virtual sensor deployment, respectively. These components are described in detail below, followed by a description of a typical event and data flow scenario that illustrates how these components interact.

***Scientific Workflow System (Cyberintegrator)***

Cyberintegrator [Marini et al. 2007] is a graphical user interface (GUI)–based scientific workflow composition and management software that provides workflow editing and composition capability. Cyberintegrator allows a user to build a computational workflow that chains a few tasks together to accomplish a specific scientific research goal. Once the workflow is composed, it can be published on a Web server as a workflow service, which can be triggered either by a time-based execution service, which runs the workflow at a scheduled interval (e.g., every 20 minutes), or by an event-based execution service, which runs the workflow when a specific event occurs (e.g., whenever a piece of new data arrives or a user clicks a button on the Web interface). Figure 4 shows the Cyberintegrator GUI.

The data-processing steps that derive the virtual sensor data are usually set up as a series of linked workflows. Some of these workflows depend on the results of other workflows or on the arrival of new data from physical sensors, and thus workflow execution is coordinated. The Cyberintegrator workflow system is designed to facilitate the use and coordination of workflows and their steps (hereafter referred to as modules) that are implemented in different programming languages or tools (e.g., one module may be executed in C and another in Matlab). This permits the user to implement new modules in the language of his/her preference. Modules are created externally and then imported into Cyberintegrator through a graphical wizard interface. When the workflow is executed, Cyberintegrator records metadata details about all of the entities (e.g., input and parameters) within the workflow. These metadata (provenance) capture low-level workflow processing (e.g., what transformations were done and when), as well as user activities, such as the request of a user to generate a virtual sensor through the Web interface. Several computational and data-centric science (i.e., eScience) applications have demonstrated the value of such provenance for collaborative verification of results by providing transparency to the data processing [e.g., Moreau et al. 2008; Sahoo et al. 2008]. Thus, we anticipate that this provenance information will allow users to formally verify and validate their own and others’ virtual sensors.

***Streaming Data Toolkit***

The streaming data toolkit contained in the virtual sensor abstraction layer provides utilities to retrieve remote data streams, to trigger workflow execution based on the arrival of new data, to query local data streams using time-based semantics (e.g., latest frame), and to publish newly created virtual sensor data as a stream [Rodriguez et al. 2009]. The streaming data tool also provides a Web service interface for querying the data stream and for publishing the stream in multiple formats, including JavaScript object notation (JSON) and Open Geospatial Consortium (OGC) sensor web enablement observations and measurements (SWE O&M) forma.[[5]](#footnote-5) Such flexibility creates tremendous value for interoperability with other environmental information systems, such as the Consortium of Universities for the Advancement of Hydrologic Sciences, Inc. (CUAHSI) hydrologic information system (HIS).[[6]](#footnote-6) Thus, the customized real-time data products created by the virtual sensor system can be easily integrated into existing environmental information systems to support delivery of both raw data (as in the HIS system) and processed data products.

***Semantic Content Management Middleware (Tupelo)***

Tupelo [Futrelle et al. 2009] is a semantic content management middleware that uses the resource description framework (RDF) to represent context as (subject-verb(predicate)-object) triples and typed files/binary objects to store content, with both types of information being managed by one or more underling physical data stores (e.g., a mySQL data base and file system). Because all of the context and content managed by Tupelo is represented generically as RDF triples and associated binary data, Tupelo is capable of managing a wide variety of data types (e.g., point/spatial data). Within the virtual sensor system, Tupelo manages the sensor data, the temporal connection of data into streams, the provenance of how the data was ingested and processed, and the configuration of the virtual sensors and triggered workflows themselves. Within Tupelo, this information is assigned unique identifiers that can be used to immediately access them across all of the interacting components and across all of the machines involved in the processing. Globally unique identifiers eliminate the need for resolving conflicts between local identifiers when data is migrated or aggregated. Access to data and metadata is provided using standard practices such as representational state transfer (REST), allowing for a variety of different access methods to be supported, while retaining the benefits of global identification (Kunze 2003). Tupelo provides applications with a core set of operations for reading, writing, and querying data and metadata as well as a framework and set of implementations for performing these operations using existing storage systems and protocols, including file systems, relational databases, syndication protocols (such as RSS feeds), and object-oriented application data structures. It also implements the emerging open provenance model’s (OPM)[[7]](#footnote-7) application programming interfaces (APIs), so that provenance information across different system components can be integrated and queried [Liu et al. 2010]. Queries are expressed in SPARQL or via Tupelo’s query API, and Tupelo acts as a broker between clients and a variety of underlying query engines and implementations. Query results include the URIs of the relevant content which are used to access to these data within the virtual sensor system.

Tupelo plays a critical role in this system, managing data and capturing provenance across the three layers, as well as mapping between representations as needed. The virtual sensor transformation processing described in the previous subsection, which is implemented using the Cyberintegrator workflow engine, records provenance in Tupelo using an ontology developed prior to the creation of OPM. To make this information available as OPM records, we implemented a cross-walk between these two ontologies. The resulting OPM output, which captures the end-to-end provenance of the virtual sensor data, is in a form usable in any OPM compliant tool. We were thus able to generate Figure 3 (below) using a generic OPM graphing code to traverse the PointVS (described below) virtual sensor’s OPM information and automatically produce simple graphics representing process steps and dependencies. This feature permits our system to share provenance information with other OPM-compatible systems.

***Virtual Sensor Abstraction and Management Service***

The virtual sensor abstraction and management service provides an ontology (a data model that defines the metadata and their relationship to the virtual sensor) of virtual sensors and virtual sensor–related utility tools. The tools include virtual sensor definition tools, OGC keyhole markup language (KML) toolkits for managing spatial/temporal information, and the OGC semantic Web enablement (SWE) sensor observation service, which allows other components of the system (such as the visualization interface) to retrieve the virtual sensor data stream. Data, metadata, and the registry of virtual sensor definitions are all managed via Tupelo.

Currently, both point-based virtual sensors and polygon-based virtual sensors are supported. Point-based virtual sensors represent derived measurements analogous to a single physical sensor deployed at a specific latitude/longtitude. Polygon-based virtual sensors represent derived measurements aggregated to a specified polygonal area, such as the average rainfall rate within a city boundary. The virtual sensors provide new time-series that can be at the same or different frequency as the original sensor data streams used to derive the virtual sensor measurement. A virtual sensor can also provide indirect measurements (i.e., derived quantities) that are not directly measured by physical sensors (e.g., radar reflectivity–derived rainfall rates). Furthermore, more complex analyses and optimization or simulation models can be integrated into the transformation workflow to produce virtual sensor streams of higher-level information, of the type often needed by decision makers, such as forecasts and visualization movies.

## Summary of Typical Event and Data Flow Scenario during Operation of the System

The virtual sensor system has been in semi-operational mode since 2008 and currently has a live Web site at <http://sensorweb-demo.ncsa.uiuc.edu>, which is hosted at the NCSA’s cloud computing platform. This is an event-driven, online, near-real-time system, and it currently supports both point- and polygon-based virtual rainfall sensors (detailed case studies are described in the following sections). A typical event and data flow scenario is described here to help readers understand how the system works in near-real time.

During operational mode, a continuously running data fetcher program (part of the streaming data toolkit described above) on the host server fetches remote sensor data from sensor data stores (e.g., NEXRAD Level II data in a remote FTP server) at a user-defined frequency. The newly fetched data is deposited into a local Tupelo-managed repository of the system. Each new raw sensor data packet triggers a set of virtual sensor transformation workflows, which compute derived data products and re-publish the resulting data streams as new live virtual sensor data streams, again using the streaming data service publishing capability.

The Web-user interface front-end (e.g., Figure 5) can be used to view, query, and explore the set of existing virtual sensors and their data. The interface can also be used to add a new point-based virtual sensor. A click of the mouse on the map will initiate recurring data-triggered execution of an associated back-end workflow to produce a new live data stream from a new virtual sensor at that point. Users can also upload a new KML file to trigger a new workflow based on the polygon information contained in the KML file to generate a polygon-based virtual sensor. Minimal fault-tolerance capability is built into the system so that corrupted new raw sensor data packets will not trigger any workflow execution. At this time, data-gap filling methods have not been implemented within the virtual sensor system (this capability could be added to the virtual sensor system, by us or by third parties, via additional workflow modules). Thus, downstream applications currently need to be designed to accommodate data gaps. In this work, we checked for gaps by adding a data integrity checking algorithm (e.g., checking the header of the NEXRAD Archive II file) in the streaming data fetcher prior to the triggering of associated workflows. A purging workflow is run on the server to remove outdated raw sensor data in the local repository to conserve data storage space, a service that can be flexibly scheduled or disabled, depending on whether storage space is a concern or not.

**Creating Virtual Rainfall Sensors**

To illustrate the use of the virtual sensor system for an environmental application, we implemented virtual rainfall sensors by linking radar-rainfall-specific processing modules to the general purpose virtual sensor system described above. This section begins with a description of the weather radar data used by the virtual rainfall sensors. Radar-rainfall-specific processing modules are then introduced, followed by a description of how they were linked together to create virtual precipitation sensors that produce customized radar-rainfall products in real time.

## NEXRAD System and Data Products

The NEXRAD system is composed of over 100 weather surveillance 1988 Doppler (WSR-88D) radar installations located throughout the United States and selected overseas areas. The WSR-88D operates by sending out electromagnetic pulses from an antenna that rotates around a central axis and measuring the reflections of these pulses on airborne objects. Each 360° rotation is referred to as an elevation scan, and several different elevations are measured to create one volume scan. Up until 2009, the WSR-88D had a standard resolution of 1° azimuth by 1 km (hereafter referred to as *legacy resolution*) and a range of 460 km. After this time, the radars began to be upgraded incrementally to *super-resolution* which has a resolution of 0.5° by 0.25 km. The number of elevation scans in each volume scan is selected by the radar on the fly to accelerate the volume scans during rainfall events in order to increase the temporal resolution of the data (at the expense of spatial resolution). As currently designed, the WSR-88D takes approximately 5, 6, or 10 minutes to complete a volume scan, depending on the scanning strategy. Thus, the raw radar data are reflectivity measurements that represent spatial averages over the radar gates (i.e., cells in the radar coverage map defined by the radar resolution) in each elevation scan at (approximately) instantaneous points in time. For each elevation scan, these measurements are referenced on a planar polar grid (defined in terms of azimuth and range) centered at the radar.

Following their measurement, the raw reflectivity data from each radar are processed to create *products* that represent estimates of meteorological process variables [Fulton et al. 1998; Klazura & Imy 1993]. The rainfall products are categorized according to a hierarchy that indicates the increasing amount of preprocessing, calibration, and quality control performed [Klazura & Imy 1993; Fulton et al. 1998; Wang et al. 2008]. This hierarchy is illustrated in Figure 1.

Stage I data are further subdivided into Level I, Level II, and Level III data, referring to the original reflectivity measurements made by the radar, the analog to digital converted raw measurements, and 41 data products, respectively. Within Stage I, Level III, there are five precipitation products: one-hour precipitation total (N1P), three-hour precipitation total (N3P), storm total precipitation (NTP), digital precipitation array (DPA), and digital storm total precipitation (DSP). These products provide an estimate of the surface rainfall, and thus are represented as two-dimensional maps. The N1P, N3P, and NTP products are represented on the legacy resolution polar grid. Currently, the data from radars producing super-resolution Level II data are recombined to produce legacy resolution Level III products. The DPA and DSP products are represented on a 4-km by 4-km grid derived from the hydrologic rainfall analysis project (HRAP). The N1P and DPA products represent one-hour rainfall averages, the N3P product represents a three-hour rainfall average, and the NTP and DSP products represent variable time averages based on storm durations.

All five of these products are based on a direct conversion of reflectivity to rainfall based on the *Z*-*R* power law,

|  |  |
| --- | --- |
|  | (1) |
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Stage II provides estimates of hourly rainfall accumulations that merge the DPA and DSP products with quality-controlled rain gauge measurements [Fulton et al. 1998]. Multi-sensor precipitation estimator (MPE) refers to a mosaic of gauge-adjusted rainfall products from multiple radars that cover an entire forecasting region of a river forecast center (RFC). Because of the quality control necessary to create the Stage II and MPE data products, their latency (on the order of an hour) is such that they cannot be classified as real-time products.

The data types and transformations used to create the Level III, Stage II, and MPE data are tailored to the needs of the NEXRAD agencies, and to the RFCs in particular. However, to use these data for research, different transformations (e.g., *Z*-*R* transformations), interpolations, or aggregations (e.g., 15 minute averages on a 1-km by 1-km grid for urban environments with rapid hydrologic response) may be desired. To avoid loss of resolution, these research data products should be derived from the raw (i.e., Level II base reflectivity) data rather than from the higher-level products. This is especially true given the recent introduction of super-resolution Level II data, given that currently, the Level III and higher products are recombined by the NWS to the legacy resolution.

Level II data are distributed in real time from the NWS through Unidata’s Internet Data Distribution (IDD) project,[[9]](#footnote-9) which is designed to deliver data to universities as soon as they are available from various observing systems. The delivery vehicle employed by IDD is Unidata’s local data manager (LDM) software,[[10]](#footnote-10) which captures and manages the data on a local server. The Level II data from a single volume scan of a radar are distributed through LDM as a single NWS Archive II binary file [NWS-ROC 2008a, 2b].

Recently, Krajewskiet al. [2008] presented the Hydro-NEXRAD prototype, a system that provides researchers with historical NEXRAD Level II data at the radar or watershed level. Hydro-NEXRAD facilitates the transformation of historical Level II data using a set of predefined options to achieve a customized output from multiple radars. The output from the Hydro-NEXRAD system is currently limited in scope to a well-defined historical time window that must be prior to implementation of super-resolution data in March 2009, and the derived products are available at a limited number of radars and transmitted only to the requesting individual. A near-real-time version of Hydro-NEXRAD (Hydro-NEXRAD II) is under development (Krajewski, personal communication) that delivers an ongoing data stream of rainfall estimates from the super-resolution data, using a rectangular grid surrounding a particular watershed.

When applied to NEXRAD data, the virtual sensor system discussed here allows near-real-time custom transformation and aggregation of the Level II data, enabling researchers to implement their own transformations of the reflectivity data and combine them with a library of pre-existing software modules (e.g., format conversion and data aggregation or transformation). The resulting data products (virtual rainfall sensors) can be made available to a larger community (the entire Web community or a smaller group, such as a project team) as soon as they are published. Additionally, using the NEXRAD-specific processing modules, the virtual rainfall sensors developed in this research have the capability to deliver rainfall estimates for any user-specified custom region or point for which NEXRAD coverage exists.

## Deploying Virtual Rainfall Sensors

Two types of virtual rainfall sensors are currently deployed in the virtual sensor system. The first virtual rainfall sensor (PointVS) converts raw radar data into a rainfall estimate at a particular point in space at a regular (user-specified) frequency. An illustration of the processing steps performed by this virtual rainfall sensor is given in Figure 6. The second virtual rainfall sensor (PolyVS) converts the raw radar data into a rainfall rate estimate averaged over a spatial polygon at the temporal frequency of the radar. This virtual rainfall sensor is illustrated in Figure 7. These virtual rainfall sensors are created by linking data-processing modules together in a workflow that is triggered by a data fetcher provided by the streaming data toolkit.

Because of the irregular measurement frequency of the radar, the data fetcher module checks a local LDM server for new measurements every minute. Given that the fastest radar volume coverage pattern (VCP) takes 5 minutes, this frequency is sufficient to capture new data in a timely manner, but more frequent data checks can easily be implemented if needed. When a new radar measurement is available, it is archived, and workflows that depend on new data from the radar, such as the PointVS and PolyVS workflows described in more detail below, are triggered.

These virtual sensors can be deployed by specifying values for the required and optional parameters (discussed below) on a Web form within the Web-based virtual precipitation sensor GUI. Furthermore, at the workflow level, these templates can be modified to create new template virtual sensors by adding processing modules or replacing processing modules with alternative methods. The remainder of this section describes the radar-rainfall-specific processing modules in detail.

## Radar-Rainfall Point Estimator

This module creates an estimate of the rainfall rate at a user-specified point at the time of a radar scan using the following steps: interpreting the binary data file containing the radar data, registering the polar grid of the measurements with the United States Department of Defense World Geodetic System 1984 (WGS-1984) coordinate system [NIMA 2000] used by the global positioning system (GPS), interpolating the radar reflectivity to the user-specified point, and (if indicated by the user) transforming the reflectivity to rainfall rate in mm/hr using the *Z*-*R* relationship (Equation 1). The required user input to create a new virtual sensor using this workflow is the GPS coordinates of the point at which to estimate the rainfall rate, while other optional input parameters include the rain threshold, hail cap, and *Z*-*R* parameters, as discussed shortly.

Following Smith et al. [2007], the point rainfall estimates are derived from the lowest elevation scan in each volume scan (usually 0.5°). The reflectivity measurements are projected onto a local plane coordinate system centered at the radar. This coordinate system is registered with the WGS-84 coordinate system [Zhu 1994]. Once the point of interest (i.e., the user-selected point location) and the radar data are in the same coordinate system, the reflectivity at the point of interest is interpolated using a distance-weighted average of the reflectivity in the four nearest radar gates [Smith et al. 2007]. The reflectivity is filtered to remove signals that are too weak to be indicative of rainfall (rain threshold) and signals that are too strong to be indicative of liquid rainfall (hail cap). The default values for the rain threshold and hail cap used by the virtual sensor system are 18 dBZ and 53 dBZ, respectively [Fulton et al. 1998].

Finally, the interpolated reflectivity is converted to rainfall rate using Equation 1. The default values of the parameters ![](data:image/x-wmf;base64,183GmgAAAAAAAEABYAH/CAAAAADOXwEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAFAARIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAAAAAQAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AWLHzd2Gx83cgQPV3XwhmKgQAAAAtAQAACAAAADIKAAE6AAEAAABheQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAABfCGYqAAAKACEAigEAAAAA/////1zzEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA) and ![](data:image/x-wmf;base64,183GmgAAAAAAAEABwAEFCQAAAACUXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAFAARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8AAQAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AWLHzd2Gx83cgQPV3ZwhmlAQAAAAtAQAACAAAADIKYAEuAAEAAABieQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAABnCGaUAAAKACEAigEAAAAA/////1zzEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA) are 300 and 1.4, respectively; however, different parameters may be specified in the workflow.

## Radar-Rainfall Polygon Estimator

This module creates an estimate of the rainfall rate aggregated over a user-specified geospatial polygon at the time of a radar scan using a process similar to that of the point-based estimator, except that instead of interpolating the radar data to a point, it is averaged over the user-specified geospatial polygon The required user input to create a new virtual sensor using this workflow is the KML file defining the polygons over which to average the rainfall rate, while other optional input parameters include the rain threshold, hail cap, and *Z*-*R* parameters, as discussed in the previous section. The polygons are discretized into a Cartesian grid with default granularity of 0.5-km by 0.5-km, a resolution indicated by Vieux and Farfalla [1996] to sufficiently fill the Cartesian grid from the polar grid. Like the point-based virtual rainfall sensor described above, the polygon-based virtual rainfall sensor uses the reflectivity from the lowest elevation scan, which is projected downward to create a polar grid defined on a flat plane at the land surface. The average reflectivity for the Cartesian grid cells defining each polygon is computed using a distance-weighted average of the four closest radar pixels surrounding the Cartesian cell centroid. This procedure is the same as calculating the point-based rainfall estimate at the cell centroid, and thus accounts for the rain threshold and hail cap as discussed previously.

KML defines polygons as a sequence of adjacent vertices georeferenced with GPS coordinates. The virtual sensor management middleware extracts the list of polygon vertices and passes this list into the module as a parameter. The vertices are then transformed from the WGS-84 coordinate system to the east-north-up (ENU) Cartesian coordinate system of the local grid [Zhu 1994]. An efficient polygon-filling algorithm is then performed, which parses the rows of the grid in south-to-north order once, identifying the columns in each row through which an arc of the polygon passes. Assuming that the polygon falls completely within the grid, then processing the list of columns in east-to-west order quickly reveals the pixels with centroids that fall inside the polygon. Once the Cartesian grid cells that fall within the polygon are identified, the rainfall rate (calculated by Equation 1) of these cells is calculated and averaged. An illustration of the pixelation of the polygon is shown in Figure 8.

## Temporal Aggregator

The point-based and polygon-based rainfall estimators described above operate on individual radar volume scans and thus create radar-derived rainfall estimates at the original temporal frequency of the radar. Because the radar data represent instantaneous measurements, temporal aggregation is needed to produce the regular frequency time-series data in the form of *t*-minute accumulations, used as input by many models. This module performs temporal aggregation from time *t* to *t*+*t*. The module requires the user to specify the granularity of the output time series (*t*).

The temporal aggregation module queries Tupelo to retrieve radar-rainfall estimates (e.g., from the radar-rainfall point estimator). The irregular frequency of the radar measurements produces the need for a specialized query that we call a *now-minus-delta-plus* query, which is provided by the streaming data toolkit. This query retrieves the data corresponding to the time period extending from *tc*–*t* (where *tc* is the current time) to *tc*, as well as the most recent datum that is strictly less than *tc*–*t*. For example, if the aggregation period is 20 minutes, it is currently 12:00, and the most recent measurements from the radar came at 11:58, 11:46, and 11:34, then the now-minus-delta-plus query for a 20-minute granularity will retrieve all of these measurements from the Tupelo-managed semantic content system (despite the fact that 11:34 occurred more than 20 minutes ago). The reason for this type of query is that it is highly unlikely that there will be a radar record corresponding to exactly time *tc–**t*, and thus this value is estimated by linear interpolation. Following this logic, it is also unlikely that a measurement will exist exactly at the current time (*t*); however, rather than wait for the next measurement to arrive from the radar (which would increase the latency of the derived estimate), this value is estimated as being equal to the most recent datum. Using these estimates of the boundary points, along with the actual measurements that occur during the aggregation period, the *t*-minute accumulation (in mm) is calculated by integrating the time-series using the trapezoidal rule [Chapra & Canale 2001].

# Case Studies Using Virtual Rainfall Sensors

To demonstrate the virtual sensor system, two case studies are explored: (1) radar-raingauge comparison and (2) modeling urban flooding. These case studies are drawn from the authors’ ongoing research efforts, for which the virtual sensor system is currently being run as an operational capability to supply rainfall data products in real time. These case studies both employ data from the Romeoville WSR-88D radar (KLOT) in Illinois.

## Real-Time Radar Bias Adjustment and Gauge Quality Control

Radar-rainfall estimates provide information of the spatial distribution of rainfall at a resolution unparalleled by most operational raingauge networks. However, because of the nature of radar-based observation, the uncertainty in these measurements can be difficult to quantify [Battan 1976; Austin 1987; Austin 1987; Smith & Krajewski 1993; Steiner & Smith 1998; Tustison et al. 2001]. In the operational environment, this uncertainty has led to the adjustment of radar-rainfall estimates using ground-based raingauge data to improve their accuracy [Smith & Krajewski 1991]. This adjustment usually takes the form of a multiplicative bias term. However, because raingauges deployed in the field often malfunction, this method can introduce significant errors into the gauge-adjusted radar-rainfall estimate if the gauge data are not carefully quality controlled before being used for bias adjustment [Steiner et al. 1999]. Although methods for calculating the bias term in real time have been proposed [e.g., Seo et al. 1999], these methods require that the gauge data be clean, and given that automatic methods for raingauge quality control are still in the experimental stage, real-time bias correction cannot yet be performed operationally. For these reasons, there has been much research into understanding the relationship between radar-rainfall measurements and ground-based measurements, including scaling of precipitation measurements in space and/or time [Habib et al. 2004; Grassotti et al. 2003; Tustison et al. 2003; Tustison et al. 2001; Ciach & Krajewski 1999], conversion of radar reflectivity to rainfall estimates [Morin et al. 2003; Ciach et al. 1999; Smith et al. 1996; Xiao & Chandrasekar 1997], and real-time bias correction [Henschke et al. 2009; Seo et al. 1999].

This case study demonstrates how point-based virtual sensors can be set up to estimate 10-minute rainfall accumulations at the location of five telemetered tipping bucket raingauges reporting 10-minute rainfall accumulations. The raingauges, the locations of which are illustrated in Figure 9, cover a region of approximately 55 mi2. The five resulting virtual sensor data streams are currently being used by the authors to develop new real-time bias adjustment procedures, but they could also have many other possible applications as described above.

Each of the virtual sensors is set up through the Web interface using the PointVS virtual sensor by specifying the location of the new virtual sensor using the GPS coordinates of one of the tipping bucket gauges and using the default virtual sensor rain threshold and hail cap and *Z*-*R* relationship (*a* = 300, *b* = 1.4). For the temporal aggregation, a 10-minute accumulation is selected, because this is the resolution of the gauges used in this study.

Figure 10 compares the time-series of point-based radar-rainfall estimates to the gauge estimates for a 20-hour period beginning at 16:00 UTC on June 4, 2007. This figure shows that, although there is not perfect agreement between the virtual sensors and the raingauges, the two types of sensors produce very similar results. The differences between the radar-derived virtual sensor data and the rain gauge data can be attributed to either uncertainty in the radar-rainfall relationship (discussed above) or to measurement errors by the sensors (primarily the raingauges). Currently, the virtual sensor system does not account for uncertainty in the virtual sensor data products; however, recent work in representing uncertainty as metadata (e.g., UncertML[[11]](#footnote-11)) could provide an avenue to add this capability to the system. The close correspondence between the virtual sensor data and the raingauge data has proven useful for identifying errors within the raingauge data stream. Figure 11 compares the point-based radar-rainfall estimates produced by the virtual sensor system with the tipping bucket gauge observations over an 8-hour period beginning at 18:00 UTC on August 23, 2007. At locations A, C, D, and E, the virtual sensors and gauges produce very similar measurements, indicating two rainfall events that begin at approximately 20:00 and 23:00, respectively. At location B, however, the gauge and virtual sensor data deviate significantly, with the gauge reporting no rain during the entire 8-hour period and the virtual sensor indicating two rainstorms that correspond with the rainstorms observed at the other four locations. The usual correspondence between the gauge and virtual sensor data, combined with evidence from the other four locations that two rainstorms passed through the study region, suggests that the gauge at location B was malfunctioning. These data are being used in the authors’ current research to develop a real-time Bayesian radar-raingauge data fusion algorithm that will be implemented as a virtual sensor in the future.

## Providing Rainfall Estimates for Urban Drainage Models

Traditionally, real-time raingauge networks have been employed to provide data for urban drainage models; however, these networks are generally not dense enough to provide accurate flood forecasts [Sharif 2006; Bedient et al. 2003]. Recently, several studies have documented the potential of radar-rainfall estimates for improving forecasts of flooding and drainage in urban watersheds [Einfelt et al. 2004; Smith et al. 2007; Bedient et al. 2000; Sempere-Torres 1999], as well as for predicting critical events associated with urban flooding (e.g., combined sewer overflows) [Thorndahl et al. 2008; Roualt et al. 2008; Vieux & Vieux 2005; Faure & Auchet 1999]. This case study will demonstrate the use of the virtual rainfall sensors for providing real-time spatially and temporally averaged rainfall rates in support of combined sewer overflow (CSO) forecasting for the City of Chicago.

In order to understand the effect of operational decisions on CSOs, a drainage model that discretizes Chicago into *sewersheds* (i.e., the spatial region that drains to a particular CSO outfall) is being employed to forecast the result of implementing particular management strategies. As illustrated in Figure 5, the City of Chicago has approximate dimensions in the north-south and east-west directions of 45 km and 12 km, respectively, and it is divided into approximately 300 sewersheds that range in size from approximately 0.5 km2 to 20 km2. The sewershed-scale virtual rainfall sensors for Chicago were set up using the PolyVS virtual sensor described above. Figure 4 shows the Cyberintegrator GUI for this instance of the virtual sensor. A KML file delineating the sewersheds is used as one of the inputs of the PolyVS, and the default rain threshold and hail cap and the standard convective *Z*-*R* relationship (*a* = 300, *b* = 1.4) are used for the radar-rainfall conversion.

Figure5 illustrates the sewershed-average rainfall rate over the Chicago study area at 21:52 UTC on April 23, 2010. This figure illustrates the high degree of spatial variability in the amount of rainfall each sewershed receives during a rain event and suggests the spatial variability of sewer loading during the storm. Visualizations such as this can be used to better understand the response of the sewer system to rain events, and the data underlying them can be incorporated into a model to predict the impacts of current management decisions on future CSOs. This model is designed to run either in reanalysis mode (i.e., using historical data) or in real-time mode. In reanalysis mode, the sewershed-averaged rainfall rates are provided as a flat data file that is created by archiving the real-time data produced by the virtual sensors. In real-time mode, the model takes advantage of the streaming data toolkit, stepping through time by requesting the most recent measurement, processing it, and waiting until a new measurement is produced by the virtual sensors.

# Creating Additional Virtual Sensors

The virtual rainfall sensors described above were created by linking processing modules together using Cyberintegrator to form workflows that are triggered by time-based and/or event-based execution services provided by the streaming data toolkit. These processing modules are implemented as executables that are loaded into a Cyberintegrator transformation module repository within the prototype virtual sensor system.

New types of virtual sensors other than the types described in the case study or for regions of the world other than the Chicago area used in the case study can be implemented and deployed in the prototype system by creating and registering new workflows within the prototype. As mentioned above, the virtual sensor system software publishes the derived data sets by executing a predefined set of workflows at regular intervals using time-based and/or event-based execution services. Each workflow contains the code to retrieve the data from external Web services, to ingest and transform such data, and finally to publish the derived data on appropriate data streams in the repository that will then be picked up by the application running the Web front-end that the user interacts with.

New virtual sensors can be developed by creating new workflows using the Cyberintegrator workflow management system, which must be installed on the user’s computer. Details on acquiring Cyberintegrator are discussed in the “Software Availability” section of this paper. Connection of the local installation of Cyberintegrator to the remote module repository hosted by a specific deployment of the virtual sensor system software permits the user to access previously used modules and workflows and to deploy new modules and workflows within the virtual sensor system deployment. If the transformation modules needed for the new workflow are already available in the remote Cyberintegrator repository, then the user can compose and configure a new workflow using the visual programming interface provided by Cyberintegrator. This is accomplished by selecting the transformation modules from the module repository, configuring the input parameters, and connecting the outputs of one module to the inputs of another to create the desired processing sequence.

If new transformation modules are desired that are not already available in the Cyberintegrator repository, they can be added using a GUI-driven wizard. Separate wizards are available for importing transformation modules based on how the modules are executed (command line, Java code, Matlab code). This wizard-driven approach facilitates the incorporation of existing software into the virtual sensor system. Furthermore, given that command line executable modules can be imported into Cyberintegrator, new transformation modules can be created in any programming language the user is comfortable with, because code in almost all languages can be compiled and executed as a command line tool. Once the modules are created, they must be saved to the remote module repository hosted by the virtual sensor system deployment. This can be done through drag-and-drop operations within Cyberintegrator. Once all the required modules are stored in the remote repository, they can be assembled into a workflow using Cyberintegrator’s visual programming interface. Saving this workflow will store it in the remote repository as well.

Once the new modules and workflows have been created, they can be registered with the execution services provided by the streaming data toolkit and the Web application front-end. At this point in time, these two steps require assistance from the deployment manager. For the virtual sensor system deployment discussed in this paper, the appropriate contact is Yong Liu (yongliu@ncsa.illinois.edu). From then on, users interacting with the virtual sensor system will be able to see and retrieve data specific to the new virtual sensor.

The prototype virtual sensor system deployed to run the case study discussed above contains a set of modules specific for precipitation data derived from NEXRAD data for a small area of the United States. Users can register their own transformation modules for other types of data and/or other regions of the world within this system, thus extending the applicability of this particular instance of the virtual sensor system software. As more users upload modules to the current prototype, the ability to combine existing modules to address new problems will be increased, and the robustness of the underlying virtual sensor software may be improved through user comments (including bug reports). Thus, we expect that as more users participate in the system, it will become easier for users to create their own custom virtual sensors within the prototype system because there will be more existing modules registered within it. Thus, new users could reuse other users’ compiled code and assemble virtual sensors through Cyberintegrator’s visual programming interface.

New instances of the virtual sensor system software can be deployed by interested users on their own machines. This process is beyond the scope of the current paper, as the virtual sensor system described in this manuscript is developed within an interactive, service-oriented framework. Service orientation permits remote users to interact with the existing system, creating a centralized forum for users to create virtual sensors. This community development aspect is one of the key features of the system we have created. Because module repositories are local to the particular virtual sensor system deployment, the existence of multiple virtual sensor system instances can reduce the opportunity for users to reuse existing modules, given that these modules may be spread over several non-interacting deployments of the virtual sensor system software. Thus, we encourage users to implement their own virtual sensors within the existing virtual sensor system prototype currently hosted at NCSA. If users want to set up their own instance of the system, however, they can do so, as all the software is being made available under NCSA’s open source license. Please see the software availability section for more information.

## Creating Virtual Temperature Sensors

To illustrate the process for creating new virtual sensors, consider the case of virtual temperature sensors. Air temperature is one of the key parameters in the land surface energy budget; thus, it is an important input parameter for many types of environmental models, including hydrologic and climate models. The daily maximum and minimum temperature are commonly used to characterize the warming (or cooling) process at the daily time scale (for example to calculate growing degree days). Minimum and maximum temperatures throughout the United States are measured by ground-based meteorological sensors participating in the NWS Cooperative Observer Network.[[12]](#footnote-12) These data represent point measurements of daily minimum and maximum temperatures across a relatively sparse network of sensors (there are approximately 8,000 stations in the continental United States). These data are transmitted to the NOAA National Climactic Data Center (NCDC) in near-real time and are served to data consumers via Web services.[[13]](#footnote-13) In many cases, it is important to estimate the minimum/maximum temperature at a particular point location that does not have an existing sensor. Such information could be used, for example, to estimate freeze-thaw cycling on infrastructure components (FHWA 2006).

Implementation of such a virtual temperature sensor would require the addition of a data fetcher for the raw minimum/maximum temperature data and an interpolation module to estimate the minimum/maximum temperature at ungauged locations. The temperature data fetcher could be created by modifying the existing NEXRAD data fetcher by directing it to connect to the NCDC database of raw cooperative observer network data, using the available Web services. Again, by checking for new data more frequently than the data are produced (in this case daily), we can ensure that the data latency is minimized. Acquisition of a new day’s worth of data by the data fetcher would trigger a minimum/maximum temperature point estimator that would interpolate the raw data to a set of user-generated points of interest. This point temperature estimation could be performed by inverse-distance-weighted spatial interpolation, which has been shown by several researchers to be an appropriate method for minimum/maximum temperature data (Jolly et al. 2005; Jarvis & Stewart 2001a, b). Once these modules had been implemented in a programming language and compiled into an executable, they would be uploaded into the Cyberintegrator module repository using the import wizard for command line executables. They would then be connected to create the desired processing sequence using Cyberintegrator’s visual programming interface. Finally, the new workflow would be registered with the time-based execution service and the Web application front end to create the virtual temperature sensor. Instances of this virtual sensor could be deployed through the Web interface in the same way as the point rainfall virtual sensor.

# Conclusions

This paper presents a prototype virtual sensor system for environmental observation that facilitates real-time customization of physical sensor data and publication (through the assignment of URIs) of the processed data products, as well as the workflows and provenance involved in creating the data products. Given appropriate transformation, interpolation, and extrapolation models, the system is capable of providing estimates of environmental variables at any user-specified custom region or point (for which sufficient physical sensor data is available). The system is designed to meet the needs of geographically dispersed researchers with different specializations and will be particularly helpful for sharing these data in centrally managed environmental observatories. By adding modules to the general virtual sensor system that provide access to the NEXRAD data streams and that perform spatial, temporal, and thematic (i.e., reflectivity to rainfall rate) transformations of the NEXRAD data, two types of virtual rainfall sensors were created. These virtual rainfall sensors lower some of the barriers noted by the NRC [1999a, b, c] to accessing and using data collected by the NEXRAD system. The improved access provided by virtual rainfall sensors is particularly important given the recent deployment of super-resolution NEXRAD data, which presents an opportunity for observing rainfall at an unprecedented range of scales but also creates even greater challenges in manipulating larger data files.

Currently, this pilot system can provide point-averaged radar-rainfall products at either the temporal resolution of the radar or as a temporal average over a fixed time period, as well as polygon-averaged radar-rainfall products at the temporal resolution of the radar. As shown in the case studies, these types of virtual rainfall sensors have many scientific and operational uses, including understanding the relationship between radar measurements and the rain that reaches the land surface, adjusting the radar data using raingauge observations to mitigate sampling errors, and creating and serving real-time data products in support of real-time forecasts. Although this system was demonstrated using only data from the KLOT radar, the system is generic and can be deployed for other WSR-88D radars, for more sophisticated radar-rainfall transformations (e.g., by deploying algorithms from the Hydro-NEXRAD system into workflows), or for other types of physical sensors besides weather radars.

This system is designed as a community tool and has a number of features designed to reduce the effort required to adapt existing sensor data to specific research uses and to support interactions between researchers to accelerate the pace of scientific discovery. Users can leverage deployed virtual sensor types, interactively creating and sharing new customized virtual sensors at required locations and with parameters best suited to the researcher’s purpose. Creation of new types of virtual sensors is also possible. Researchers can use published virtual sensor workflows as templates or work on their desktop computer in the programming language(s) of their choice to create workflows instantiating new types of virtual sensor that can be published for community use alongside, or as a replacement for, existing sensor types. Workflows can also be created that ingest virtual sensor data and process it further, enabling reuse of intermediate products developed by other community members. We believe that the ability for community users to create new virtual sensors will facilitate investigations of alternate radar-rainfall data products developed using different algorithms—for example, different conversions from reflectivity to rainfall rates—and/or using new physical sensors (e.g., X-band radars). Additionally, we expect that the provenance tracking feature will facilitate comparisons between existing and new virtual sensors and between virtual and physical sensors.
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Figure 1: Hierarchy of data products produced by the National Weather Service from WSR-88D weather radar.

Figure 2: Layered Architecture of the Virtual Sensor System

Figure 3: Provenance graph for point-based rainfall virtual sensor. Arcs indicate relationships between entities within the graph.

Figure 4: Screen shot of Cyberintegrator GUI showing Chicago sewershed averaged rainfall virtual sensor.

Figure 5: Sewershed-averaged rainfall rates during a rain event in the Chicago study area. The unit of the rainfall rates is mm/hr.

Figure 6: Illustration of the PointVS virtual rainfall sensor.

Figure 7: Illustration of the PolyVS virtual sensor .

Figure 8: Illustration of polygon averaging. The Cartesian grid cells marked with a dot will be averged to calculate the polygon-averaged rainfall rate.

Figure 9 Location of five tipping bucket raingauges and WSR-88D weather radar station (KLOT) in study region.

Figure 10: Comparison of radar and raingauge observation of rainfall accumulation for 30 hour period beginning on June 4, 2007, at 16:00 UTC. Gauges A-E cover an area of approximately 55 square miles.

Figure 11: Comparison of radar and raingauge observation of rainfall accumulation for 8 hour period beginning on August 23, 2007, at 18:00 UTC. Gauge B is malfunctioning during this time period and the radar goes off-line around 23:40 UTC. Gauges A-E cover an area of approximately 55 square miles.
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