Situation Awareness

Text Analysis for Timely Discovery of Cyber Security Concepts
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Overview Auto-Tagging (Unsupervised History-Based Model

e Goal: Timely discovery of cyber security Learning) Advantages:
concepts | | e Robust feature selection
P We use structured data along with regular expressions and a relevant _ (1 ift; = Bevendor,w;_; = “the’
e Method: Entity extraction terms list to tag unstructured text. ~Eg., filz,y) = < 0 olse
e Problem: No labeled data exists in this domain | EXAMPLE (NVD): e More sophisticated probability model
o |D: CVE-2013-1012 e Maximizes entropy
e CPE VECTOR: cpe:/a:apple: safari:6.0.4 and previous versions Model:
ApprOaCh o TEXT: Cross-site scripting (XSS) vulnerability in WebKit in Apple . | | | N ef i)
- . - p(tl|t2—27t@—lvwz—val—law@) — toa0:)
Safari before 6.0.5 allows remote attackers to inject arbitrary web 2(t;,w;)
L. Gather data script or HT'ML via vectors involving [FRAME elements. b o) = b
2. Auto-tag (unsupervised learning) | where 2(t, W) = 2 xplf (ti-2 ti, b i) - 0]
| S P S ENTITIES IDENTIFIED: Goal: Maximize the regularized log-likelihood of the conditional
3. Implement maximum entropy model - o probability of the training examples:
. . e Platform Entities: e Vulnerability Entities:
(supervised learning) endor OVELD Lw)=> flw,t)-v—> logZ(w)— > |v]
NVD} | M5-Bulletin | | Metasploit —Doftware — Files Concave and unique maximum =—> Can use a quasi-Newton method
\ / —Hardware — Functions such as OWL-QN
—05 — Relevant Terms
Auto-Tagger :
< e > — Version

Heuristic Approach

Advantages of the Perceptron:
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Auto-Tagging Results

Results acquired via manual inspection of 25 randomly selected
descriptions from each source (Over 850,000 words tagged!):

e NVD:
D . __ # words correctly labeled

TeClslon = Total # words labeled 100%
—Recall = # words correctly labeled _ 81%

— # words that should be labeled

__ 2-Precision-Recall
—  Precision+Recall 39.57%

e L.ess computationally intensive

e Does not make assumptions of history-based model

Goal: Find the best values for the parameter vector by looping over
each training set example several times and updating v at each step &:

U, = Vgp—1 T f(w7 t) T f(w7 t/)v

where t is the “gold standard” tag sequence for w given by the training
data and t’ the most probable tag sequence for w given by v,,_;.

Entity Extraction Results

Results from using OWL-QN with ! regularization and the Collins
Perceptron:

— F-score

e M5-Bulletin: e Metasploit:

Precision = 99.4% — Precision = 95.3%
Recall = 75.3% —Recall = 54.3%
F-score = 85.7% —F-score = 69.1%

OWL-QN Perceptron Perceptron
Precision  90.5% 99.0% 94.2%
Recall 93.6% 77.3% 96.4%
[-score 92.0% 86.8% 95.3%
Accuracy  94.5% 91.8% 96.8%
\ I N/A  N/A
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Entity Extraction

Goal: Find the optimal tag sequence, tﬁn], for each mput sentence by

solving

arg max f(w[lzn], t[l:n]) - VU
t[lzn]ETn
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funding for this project. is O(k°n), where k is the number of possible tags.

Here n is the number of training and test sentences (split 80%/20%)
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