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**УВОД**

Испитивање ефикасности финансијских система постао је често изучаван проблем. Ефикасност банака директо је везана за продуктивност једне економије. Главна предност повећања ефикасности је смањење разлике између камата на дати кредит и орочени депозит.Ово би могло да доведе до веће потражње за кредитима као и веће количине депозита.

Релативна ефикасност банака у једном систему или на нивоу једне државе се може израчунати коришћењем различитх улазних и излазних параметара. Избор параметара зависи од циља анализе. Они могу бити различити с обзиром на врсту и опсег јединица мере. У том случају се појављује проблем њиховог скалирања и агрегације истворемено са одређивањем производне функције која претвара улазе и излазе Да би се избегло скалирање и претоставке о тежинама и облику производне функције креирана је метода Анализе обавијања података (Data Envelopment Analysis – DEA) (Charnes, Cooper, & Rhodes, 1978). Она омогућава оцену релативне ефикасности сваке јединице у посамтраном скупу узимајући у обзир перформасе осталих јединица (банака). То значи да улазак нове банке на тржиште или процена њене ефикасности захтева нову анализу и решавање *n* линераних модела.

У овом раду се предлаже коришћење метода машинског учења за процену индекса ефикасности нове јединице узимајући у обзир већ израчунате вредности индекса ефикасности свих осталих банака које већ послују на тржишту. Поред тога биће извршена анализа и поређење резултата добијених коришћењем различитих скупова улаза и излаза у циљу одређивања оног који ће омогућити добијање релевантних резултата.

Након увода дата је формулација проблема, где је описана важност испитивања ефикасности пословног система, а посебно банака. Након тога следи лична мотивација и порекло идеје за ово истраживање. Затим је дата организација истраживања и оквирни садржај рада. Након дефинисања дела света у коме се врши истраживање, дат је преглед основних теоријских концепата са прегледом радова релевантних за дати проблем. На крају су описани сврха и циљеви истраживања и дата је листа коришћене литературе.

# ФОРМУЛАЦИЈА ПРОБЛЕМА

Банкарски сектор сматра се веома важним делом једне економије. Развој технологија, доступност информација и јача конкуренција девеле су до многих промена у финанцијским системима. Ефикасност банака постао је важан проблем, којим су се бавиле многе студије. Оценом ефикасности могуће је утврдити своју позицију у односу на конкуренцију, као и уочити одређене трендове на тржишту и благовремено реаговати на њих. Са друге стране, предвиђање ефикасности у великој мери помаже при одлучивању о уласку на ново тржиште. Закључује се да истраживање ефикасности има велику пословну вредности, и значајно утиче на доношење одлука у једном пословном систему.

Резултет истраживања биће утврђивање модела оцене ефикасности као и модела предвиђања ефикасности који имају најбоље перформансе.

С обизиром да резултати оцене ефикасности зависе од атрибута укључених у модел, потребно је одредити комбинацију улаза и излаза који су најрелевантнији за ефикасност банака. Такође, потребно је одретити који алгоритам машинског учења је најпрецизнији у предвиђању ефикасности и који параметри тог алгоритма дају најбоље резултате.

# МОТИВАЦИЈА: ИНТЕЛЕКТУАЛНА И ЛИЧНА МОТИВИСАНОСТ

Мотивација за писање рада на тему испитивања ефикасности долази након иницијалног упознавања са принципима рада ДЕА методе. Уочена је могућност повезивања ове методе са методама машинског учења како би се искористиле позитивне стране ДЕА методе а мане надоместиле.

ДЕА метода је широко коришћена у анализи ефикасности финансијских институција, пре свега због бројних нумеричких показатеља пословања. Отуда идеја за интеграцијом ДЕА методе и метода машинског учења баш у овој области.

**ОРГАНИЗАЦИЈА И МЕТОДЕ ИСТРАЖИВАЊА**

Дефинисани проблем решаваће се у две фазе.

У првој фази одређује се ефикасност банака применом ДЕА методе. Овде ће бити коришћене различите комбинације улаза и узлаза, као и различите варијанте самог ДЕА модела. Биће коришћени модели са константним приносом на обим и модели са варијабилним приносом на обим, као и модели са улазном и излазном оријентацијом. Принос на обим представља однос између промене улаза и излаза. Уколико се са повећањем улаза, излаз пропорционално повећава у питању је константни принос. Ако овај однос није пропорцијалан, у питању је варијабилни принос.

У другој фази, врши се предвиђање ефикасности на основу резултата оцене ефикасности. Биће разматрано неколико алгоритама машинског учења, чије ће се перформасе мерити. Овде је потребно оптимизовати параметре сваког од алгоритама како би резултати били најбољи могући. Атрибут који представља индекс ефикасности биће атрибут који се у овој фази предвиђа. Ови алгоритми имају различите технике учења, па је потребно видети који најбоље учи из датих података.

С обзиром да ДЕА метода даје различите резултате за различите моделе, потребно је за сваки ДЕА модел извршити предвиђање и упоредити перформансе.

ДЕА метода спада у непараметарске методе за оцену ефикасности. За разлику од параметарских метода које захтевају да унапред буде позната функција која повезује улазе и излазе, непараметарске методе не захтевају претпоставке о функционалној форми границе ефикасности нити о тежинама које ће бити додељене појединим улазима и излазима. Ова особина чини ДЕА методу веома популарном и често коришћеном методом. Међутим, из тога следи да резултати зависе од изабраних улаза и излаза, што се може сматрати и маном ДЕА методе (Cinzia & Léopold, 2007).

Како је ДЕА метода дескриптивна а не предиктивна метода, за одређивање ефикасности нове, непознате јединице, било би потребно поново израчунавање индекса ефикасности за цео скуп јединица, што код великог скупа података може да захтева велику количину меморије и доста процесорског времена. Поновна анализа се може избећи коришћењем метода машинског учења. Односно резултати добијени претходним ДЕА анализама би се могли користити да се предвиди индекс ефикасности непознате јединице. Ове методе би училе над постојећим постојећим резултатима ДЕА методе, откривале трендове и шаблоне понашања које би затим примениле на нове јединице и предвиделе њихово понашање. Као излаз из ДЕА методе добија се проценат ефикасности, а ово постаје атрибут чија се вредност предвиђа помоћу различитих алгоритама.

Алгоритми који ће се користити у овом истраживању спадају у групу надгледаних алгоритама. Предвићање ових алгоритама заснива се на скупу случајева за учење и скупу случајева за тестирање. У скупу за учење случајеви имају обележен атрибут чије вредности касније треба предвидети. Сваки алгоритам има другачију технику проналажења патерна у подацима. Случајеви за тестирање немају вредности за означени атрибут, већ се уочени патерни користе да се вредност тог атрибута предвиди.

Другу групу алгоритама чине ненадгледани алгоритми. Они су много мање коришћени од надгледаних. Ови алгоритми немају обележен атрибут чија се вредност предвиђа, већ је њихов циљ да организују податке на неки начин или да помоћу неког шаблона опишу структуру тих података.

Надгледано учење се може поделити у две категорије на основу типа атрибута чија се вредност предвиђа: класификација и регресија.

Код класификације, циљани атрибут је категорички. Циљ алгоритама класификације је да сваки случај додели класи којој је најсличнији. Као типични проблеми касификације могу се издвојити системи препоруке, препознавање слика и говора, као и различита предвиђања у медицини.

Код регресије, циљани атрибут је дискретан. Циљ је конструисати регресиону функцију чији су аргументи независни атрибути а чија је вредност заправо циљани атрибут. Пример проблема регресије може бити предвиђање цена на берзи и потрошње енергије.

С обзиром да је атрибут који се предвиђа у овом истраживању индекс ефикасности који је нумеричког типа, биће коришћени алгоритми који решавају проблем регресије.

У наставку је приказан оквирни садржај рада.
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      1. Основни модел
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      4. Потпуно рангирање
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      1. Линеарна регресија
      2. Метод подржавајућих вектора
      3. Неуронске мреже
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3. Опис проблема и анализа података
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   3. Дискусија
5. Закључак
6. Литература

# ОПИС ДЕЛА СВЕТА КОЈИ ЋЕ БИТИ ИЗУЧАВАН

У овом истраживању биће анализирана ефикасност банака у Републици Србији за период од 2005. до 2013. године. На основу скупа показатеља пословања банака биће израчуната њихова релативна ефикасност. Затим ће се ти резултати користити за конструисање модела предвиђања ефикасности нове банке која би желела да уђе на ово тржиште.

# РЕФЕРЕНТНА ЛИТЕРАТУРА, КОНЦЕПТИ И ТЕОРИЈСКИ ФОКУС

Уовом раду је за оцену ефикасности коришћена Анализа обавијања података (Charnes, Cooper, & Rhodes, 1978). Она је уведена као непараметарска метода за оцену ефикасности на основу више разнородних улаза и излаза. Ефикасност описује у којој мери су ресурси (улази) добро искоришћени за реализацију постављених задатака. Анализа обавијања података рачуна ефикасности као однос између тежинске суме излаза и тежинске суме улаза, где се тежине одређују за сваку јединицу одлучивања. Основни модел са претпоставком константног приноса дат је у наставку (1) (Savić & Martić, 2017).

p.o. (1)

С обзиром да дати модел није линеаран, ради лакшег рачунања потребно је линеаризивати овај модел. Линеарни модел дат је формулама (2) (Savić & Martić, 2017).

p.o. (2)

ДЕА модели могу имати улазну и излазну оријентацију. Улазна оријентација означава да се тежи минимизацији улаза за постојећи ниво излаза. Код излазне оријентације циљ је максимизирати излаз за постојећи ниво улаза.

Модел (2) има улазну оријентацију. Општи модел са излазном оријентацијом дат је формулама (3) (Savić & Martić, 2017).

p.o. (3)

У овом раду ће, такође, бити рађено рангирање јединица према њиховој ефикасности. Постоји неколико метода рангирања (Savić & Martić, 2017):

* Матрица унакрсне ефикасности
* Број појављивања у скупу референтних тачака
* Увођење идеалне тачке
* Мерењем суперефикасности

Класични модели за све ефикасне јединице дају ефикасност од 100%, па је због тога погодно користити последњу методу – модел за оцену суперефикасности (*Andersen P, Petersen NC. 1993).* Овај метод за све ефикасне јединице даје ефикасност већу од 100% код улазне оријентације, односно мању од 100% код излазне оријентације што омогућава рангирање јединица на основу индекса ефикасности.

Улазни модел са оценом суперефикасности дат је формулама (4) (Savić & Martić, 2017).

p.o. (4)

ДЕА метода се често користи у банкарском сектору. У Индији је спроведено истраживање ефикасности страних и домаћих банака за период од 2000.-2010. године у циљу упоређивања ефикасности банака у односу на власништво и величину, као и упоређивање кретања ефикасности кроз дати период (Karimzadeh, 2012).

Рад на тему примене ДЕА методе за оцену ефикасности банака у Румунији идентификује најефикасније и најнеефикасније банке на посматраном тржишту. Такође се врши поређење ефикасности банака у односу на тип власништва и величину банке (NIŢOI, 2009).

Што се тиче Србије, такође постоје радови на тему испитивања ефикасности банкарског сектора. Једно истраживање пореди ефикасност банака у Србији добијену помоћу два ДЕА модела са различитим улазима и излазима и издваја лидере на тржишту добијене овим методама (Maletić, Kreća, & Maletić, 2013).

Осим тога, потребно је поменути рад који пореди рангове банака добијене ДЕА методом и *I-distance* статистичком методом за рангирање. Овде се разматрају предности и мане ових метода као и могућност њихове интеграције (Mihailovic, Bulajić, & Savić, 2009).

Машинско учење је скуп метода које аутоматски уочавају патерне у подацима, а затим те патерне користе за предвиђање непознатих података или доношење различитих одлука. Резултат извршавања алгоритма је функција која на основу атрибута даје вредност циљаној варијабли. Облик ове функције одређује се у фази тренирања, односно учења. Након тога, добијени модел се може применити у фази тестирања. Битно је нагласити да подаци за тренирање садрже вредности циљане варијабле, док подаци за тестирање не садрже ове вредности, већ се управо оне предвиђају помоћу добијеног модела. Фази учења често претходи фаза предпроцесирања где се врши трансформација и селекција атрибута, како би се задати проблем лакше решио (Murphy, 2012).

При конструисању функције тежи се што бољој апроксимацији , тако да грешка буде што мања. Ако се грешка дефинише као одступање између предвиђених и стварних вредности, циљ је да то одступање буде што мање како би модел био што прецизнији. Са повећањем сложености функције, она све боље апроксимира стварно стање. Готово идеалну апроксимацију представља функција која пролази кроз сваку тачку у подацима за учење. Међутим, показало се да такве функције дају врло лоше резултате у фази тестирања. Ова појава претераног прилагођавања функције тако да над непознатим подацима она даје доста лошију апроксимацију назива се *over-fitting.* Са друге стране, треба водити рачуна да функција не буде превише проста, јер се онда такође неће извршити добра апроксимација. Ова појава је назива *under-fitting.* На слици 1 приказан је однос грешке (ЕRMS) и сложености функције (М) над подацима за учење, приказано плавом линијом, и над подацима за тестирање, што је приказано црвеном линијом (Bishop, 2006).

![](data:image/png;base64,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)

Слика 1 Грешка у односу на сложеност функције (Bishop, 2006)

У овом раду биће коришћени следећи алгоритми:

* **Линеарна регресија**:

Алгоритам који покушава да успостави линеарну комбинацију објашњавајућих променљивих, тако да добијена линеарна једначина најбоље одговара датим подацима (Murphy, 2012)

* **Метод подржавајућих вектора**:

Алгоритам који се заснива на конструкцији једне или више хиперравни у *n*-димензионом простору, применљив је на проблеме и регресије и класификације (Murphy, 2012)

* **Гаусов процес:**

Широко примењен алгоритам који се ослања на Нормалну (Гаусову) расподелу, применљив је на проблеме и регресије и класификације (Davis, 2001)

* **Неуронске мреже:**

Алгоритам који симулира рад људских неуронских мрежа, састоји се од великог броја међусобно повезаних чворова који у циклусима подешавају тежине и уче на грешкама из претходних циклуса (Bishop, 2006)

* ***k*-најближих суседа**:

алгоритам који вредност посматраном случају додељује на основу *k* најбижих суседа, где *k* може бити произвољан цео број (Bishop, 2006)

Евалуација перформанси алгоритама биће вршена помоћу крос валидације. Крос валидација је метод валидације који дели скуп података на *n* једнаких делова, у овом случају 10, узима један део за тестирање а остале делове за учење. Затим се поступак понавља за сваки део.

Један од првих радова који је иницирао ово истраживање је рад који говори о интеграцији ДЕА методе и алгоритама машинског учења на примеру ефикасности кошаркаша. Овде се истичу две фазе истраживања. У првој фази се помоћу ДЕА методе одређује ефикасност корашкаша. Затим разултати прве фазе постају улаз у другу фазу где се врши предвиђање ефикасности кошаркаша са посебним освртом на метод подржавајућих вектора (Radovanović, Radojičić, & Savić, 2014).

Комплементарност ове две методе може се видети и на примеру избора добавњача. У чланку на ову тему поређени су резултати ДЕА методе са константним и варијабилним приносом, а затим и резултати предвиђања помоћу неуронских мрежа и методе подржавајућих вектора (Farahmanda, Desaa, Nilashi, & Wibowo, 2015).

У још једном од релевантних радова истиче се предност комбиновања ДЕА методе и метода машинског учења при анализи над великим скупом података. Ово може захтевати велику количину меморије и процесорског времена. У овом раду се, такође, предлаже коришћење методе подржавајућих вектора у другој фази анализе ефикасности, као методе која је у поређењу са неуронским мрежама дала боље резултате (Farahmand, 2014).

Осим тога, показано је да повезивање ове две методе може да буде и у супротном смеру. Један рад даје опис такве методологије. Овде се у првој фази врши кластеризација јединица одлучивања, где се оне групишу тако да међусобно имају најсличије вредности улаза и излаза. Затим се за нову јединицу врши класификација и она се додељује најсличнијој групи, док се у трећој фази врши оцена ефикасности само те групе јединице где је нова јединица додата (Hong, Ha, Shin, Park, & Kim, 1999).

СВРХА И ЦИЉЕВИ ИСТРАЖИВАЊА

Сврха рада је стварање основе за унапређење ефикасности банака, као и основе за испитивање исплативости уласка на тржиште. У складу са тиме, постављени су следећи циљеви:

* Прикупити релевантна знања из досадашњих истраживања
* Испитати ефикасност банака из датог сета података
* Конструисати модел за предвижање ефикасности банака
* Анализирати добијене резултате и дати предлоге за даље кораке примене модела
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