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# Introduction

A possible option for replacing conventional rule-based machine translation by corpus-based translation that infers rules automatically, is to use a database of pre-translated sentences. For each machine translation task, a closest matching sentence from the origin language along with its translation can be obtained from the database, thus allowing to simply replace one or a few parts of the record to generate a valid translation for a previously unknown sentence. However, the complexity and thus the costs for finding good matches in a large database are high as the original sentence has to be compared with all records available in a more conventional approach.

This project aims to develop a strategy to access the closest matching sentences in the translation memory with just a small amount of computing effort needed by applying methods from Information Retrieval and Computational Intelligence. It goes on to suggest and implement in the simple metric of distance metric to incorporate the deeper sense and semantics of the words.

The approach

### The Information Retrieval Engine

Python’s whoosh library was used to construct the IR engine.

First of all we used the inbuilt indexer to build index of our translational database that will be used for querying. We take the input sentence and make a query by ORing all the words in the input sentence. Then we provide this query to our IR engine which returns a set of sentences containing some or all the query terms. This significantly reduces our search space for other parts of the program.

### Levenshtein distance

the **Levenshtein distance** is astring metric for measuring the difference between two sequences. It can be extended to find similarities between sentences by treating words as individual characters. Informally, the Levenshtein distance between two words is the minimum number of single-character edits (insertion, deletion, substitution) required to change one word into the other.

Mathematically, the Levenshtein distance between two strings ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABwAAAASBAMAAAC6KaPXAAAAMFBMVEX///9AQEAMDAzm5uYiIiIEBASenp4wMDB0dHTMzMwWFhaKiopiYmJQUFC2trYAAAC7TixzAAAAAXRSTlMAQObYZgAAAKdJREFUeNpjYICDKR8ZGJgQ3BwuFC7fDwZkwKPAwMCM4P779wPI5bsalzUDxOXdK/2BiWGNyuUNYNkHLN0OTJz2DAUCYO5lg/8NTP+WM4QVgLnrGRgZmDgUGPIhRj1n+L2BacIChhtgHvMyBg4FpgUGzF4cIO7fTwzLHJgOX+D6m8asAeTvZK5kYGLfsfmVEIMRkPuiLgnmIg4oDfUCMyq3G5UrBeUCANJFKDX01YjqAAAAAElFTkSuQmCC) is given by

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAGoAAAAWBAMAAADa7xQeAAAAMFBMVEX///8WFhZiYmKenp5QUFBAQEDMzMwMDAx0dHQEBATm5uaKiooiIiIwMDC2trYAAAB1Y658AAAAAXRSTlMAQObYZgAAAhVJREFUeNpjYMABuBjwyDDhkrNhYEmAsKC0GwOU+veAgentaayamF4xcEKZUHoCA9v5ABD1o4qBSfYsVl3ZFzDFfjlAbA1mYPr2AKuuSGyCDz6AqQgDFuy+YvPCJmpxE+LkCThC448BNtF5EOrTBZBd3LZ/9jQWvD/ux40I3YIDYNrUd9EdhC5djU1qINoYZFfjjoMB9VwKMbsR8n83gCmO7pYrCEE+phubwYx+kK50Bs4FDA8Z/gcg+csBTD1f8OsfQvBLDcMmiBOBupj/d1TdYhBOgEnuBIUqhHd3AfMvpETxgAFi8EOgLlaWigozBokHW6CSHxTg6tQYGJHi7W8Cgwc0DTAw/OYAMX4HZEElRUDEArA7eYAqF8B1LfvAsBfMkAfq+juFgUGBgSNjAgODkw7QZfNbHzD8gPjrD8O6A0ipIIGbDWIuKDTUFwCT8beHAQysdo+BJit1PmBgAzvsVwvDgnMgH2aCHR2UMGcaWNcxptR6h1AjOaCBMQwMWQ2XgH4W+hvA8BvirvSm0CkgDWzgUGD9sR3iyyKUuO9hUFnAwH2BNQAYywwMvNBQBdENDAzXIDwgxRyAkqIMGd4/sPvRsCiA4ds71LSEksC4BFB0eTQJGkz+y7EeaLg/avZtQObdWICS5n/XMQRwMKwAMeMakBX+QMltr3GWAF/5GH7AtDAwgJIV1JQGBiYsGXYbAxEAADkkk2dS8MRBAAAAAElFTkSuQmCC) where

![](data:image/png;base64,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)

where ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADcAAAAVCAMAAADVYYZJAAADAFBMVEX///8EBAQJCQkYGBgtLS2enp50dHSKiopiYmLMzMwWFhZQUFAwMDAiIiIMDAy2trZAQEDm5uYAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAABn+O1lAAAAAXRSTlMAQObYZgAAATxJREFUeNqtk9uWgyAMRY9WI94q/P9H1k6tYlEZQNtSlg9j1/CiBHZOyAUABMfhlQDNrL/ghJr0CV+tqj7OxN9J/ROX/4kRIcfY7r0m2D/EJ5fpy677yJ5F71ju6pOjcVfuYc0FBs+S+lyzX8bcEX3pmcrM9stzjYt7I5BOAzI8xbPobumZCn01zkcJXM4rN69ZsX65lCK6wVHC9l93qzlaLFJpm7Xrqz/LiBBrMikxenmcy0VtZy5LVddaF61GPL9Cm4QfdWqCOhtd8xRWPaMk90nNnpcQjDsi8t83nRQWo0kD5fEa54S+MGDSFjPETPdOJU60/vHrZDU4EeMZmm0kKd0OOeOugIVTLz/nQngxr0AV9oAbHePCr3v6nl9FznEZlrS3OcvlEDRiFlxjYaNWtlfJZebIgE+Q2+8vrulVCDzh9ZIAAAAASUVORK5CYII=) is the indicator function equal to 0 when ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADgAAAAUBAMAAAAqxuNgAAAAMFBMVEX///9AQEAMDAzm5uYiIiIEBASenp4wMDB0dHTMzMwWFhaKiopiYmJQUFC2trYAAAC7TixzAAAAAXRSTlMAQObYZgAAAPNJREFUeNpjYMAGOP0FGHAD/g14JN8bgEgm7JKXL4BIZuySDx6ASBYGvnMfWAzQJXef8X4LklyjMv8hRERqAoicdoCBgY/R4rglyNU/GfgnoGvkUWDYD3LQv+UMYQUMs1Alf39gAHpUmolDgSGfgSETVfJfAcNqBgZRlgkLGG4wMPxFtdMqoaGpjeECg/0E5m8cPJJoAcTAHcDQc4Hp8AWuv2lrk9DsnKA+gS1EgZnjyTqW2ynCN1AkWc58aWGYqsry/bsDAwPQVSjg+3egM7gMoMGndwYzCP99gwQ8RzKW8OVegCfaXuGRE5DAFZ9AYLOCAQDAKj+2uqSjuAAAAABJRU5ErkJggg==) and 1 otherwise.
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In order to implement the method of calculating the levenshtein distance efficiently, we applied *dynamic programming* in a bottom up fashion.

Apart from being computationally expensive, the levenshtein distance also lacks in that it disregards the semantics of words while comparing them. For example-

1. *I went fishing for some sea bass. (bass refers to a type of fish)*
2. *The bass line of the song is too weak. (bass refers to tones of low frequency)*

Clearly, bass attains a different meaning in the two sentences and may have a different translation in some non-english language. But the simple levenshtein would consider both these as same, which is undesirable.

To tackle this problem we take the help of word sense disambiguation.

### Word Sense Disambiguation (WSD)

We incorporate the information gained through word sense disambiguation into the levenshtein by appending the meanings of each word to them in every sentence of the corpus. This way, we can always figure out if morphologically same words are in fact the same.

WSD refers to the process of identifying whichsense of a word (i.e.meaning) is used in asentence, when the word has multiple meanings.

The process of wsd is also applied to the words in the query sentence while calculating the levenshtein distance with some matching sentence only when they are are shared by the two sentences.

We have used lesk algorithm for the purpose of word sense disambiguation.

### Lesk Algorithm

The Lesk algorithm is a classical algorithm for [word sense disambiguation](http://en.wikipedia.org/wiki/Word_sense_disambiguation) introduced by [Michael E. Lesk](http://en.wikipedia.org/wiki/Mike_Lesk) in 1986. Various improvements for the algorithm have been proposed since then.

The Lesk algorithm is based on the assumption that words in a given "neighborhood" (section of text) will tend to share a common topic. A simplified version of the Lesk algorithm is to compare the dictionary definition of an ambiguous word with the terms contained in its neighborhood. Versions have been adapted to useWordnet. An implementation might look like this:

1. for every sense of the word being disambiguated one should count the amount of words that are in both neighborhood of that word and in the definition of each sense in a dictionary
2. the sense that is to be chosen is the sense which has the biggest number of this count

A frequently used example illustrating this algorithm is for the context "pine cone". The following dictionary definitions are used:

PINE   
1. kinds of evergreen tree with needle-shaped leaves  
2. waste away through sorrow or illness

CONE   
1. solid body which narrows to a point  
2. something of this shape whether solid or hollow  
3. fruit of certain evergreen trees

As can be seen, the best intersection is Pine #1 ⋂ Cone #3 = 2.

Simplified LESK Algorithm with smart default word sense (Vasileseu et al., 2004)

|  |
| --- |
| function SIMPLIFIED LESK(*word,sentence*) returns *best sense of word*  *best-sense <- most frequent sense for word*  *max-overlap <- 0*  *context <- set of words in sentence*  for each *sense* in *senses of word* do  *signature <- set of words in the gloss and examples of sense*  *overlap* <- COMPUTEOVERLAP (*signature,context*)  if *overlap > max-overlap* then  *max-overlap <- overlap*  best-sense <- sense  end return (*best-sense*) |

# Translational Database

For the purpose of evaluating our system we have used the german-english parallel corpus [European Parliament Proceedings Parallel Corpus 1996-2011](http://www.statmt.org/europarl/) , which consists of 19,20,209 sentences , 44,548,491 german words and 47,818,827 english words.

# Results

The levenshtein has proved to be quite effective in finding the closest matching sentences.

The time complexities for the various modules are-

* finding levenshtein distance between two sentences -> O(m\*n), where m and n are length of two sentences.
* getting top k results based on edit distance is O(PlogP), where P is O(S\*n^2)
  + S -> number of sentences returned from our IR engine
  + n-> maximum length of sentences

Word sense disambiguation has not been quite effective in the particular case of the english-german corpus specifically because of the fact that there is little variation in the context of the sentences described in the corpus.

Testing the effectiveness of the wsd approach is a matter of further research.
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