# **ABSTRACT**

The stock market is an intriguing assiduity to study. There are colorful variations present in it. Numerous experts have been studying and probing on the colorful trends that the stock market goes through.

One of the major studies has been the attempt to prognosticate the stock prices of colorful companies grounded on literal data Vaticination of stock prices will greatly help people to understand where and how to invest so that the threat of losing plutocrat is minimized.

The proposed system works in two styles – Regression and Classification.  
In Regression, the system predicts the ending price of stock of a company.  
In Classification, the system predicts whether the ending price of stock will increase or drop the coming day.

We also use Sentiment Analysis as a supporting factor to determine request sentiment of a particular stock as user sentiment plays a huge part in determining stock prices.
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