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### Synopsis/Overview

The goal of this report is to show the progress made towards creating a natural language processing (NLP) prediction algorithm. Several text-processing packages e.g., "tm" and "nlp" were installed. Among the data downloaded, files in directory "en\_US" were loaded as a corpus, and file "en\_US.news.txt" was further explored. A basic summary statistics about the data was created and a few findings were noted. Finally, a rough plan for creating a prediction algorithm and Shiny app was presented for classmate feedback.

explains your exploratory analysis and your goals for the eventual app and algorithm. This document should be concise and explain only the major features of the data you have identified and briefly summarize your plans for creating the prediction algorithm and Shiny app in a way that would be understandable to a non-data scientist manager. You should make use of tables and plots to illustrate important summaries of the data set. The motivation for this project is to: 1. Demonstrate that you've downloaded the data and have successfully loaded it in.2. Create a basic report of summary statistics about the data sets.3. Report any interesting findings that you amassed so far.4. Get feedback on your plans for creating a prediction algorithm and Shiny app.

### Data Loading

The following code loads the data as well as likely-used libraries for text processing.

rm(list=ls())  
  
# install.packages("knitr")  
# install.packages("rmarkdown")  
# install.packages("tm")  
# install.packages("R.utils")  
# install.packages("tau")  
# install.packages("rJava")  
# install.packages("openNLP")  
# install.packages("ngram")  
# install.packages("tokenizers")  
# install.packages("RWeka")  
  
library(knitr)  
library(data.table)  
library(stringr)  
library(tm)

## Loading required package: NLP

library(rJava)  
library(openNLP)  
library(ngram)  
library(tokenizers)

##   
## Attaching package: 'tokenizers'

## The following object is masked from 'package:tm':  
##   
## stopwords

# library(ggplot2)  
# library(RWeka)  
  
# to look at all files in directory "en\_US"  
txt1 <- "en\_US"  
en\_US <- VCorpus(DirSource(txt1, encoding = "UTF-8"), readerControl = list(language = "en"))

Table 1 gives the summary of the file collection in directory "en\_US".

kable(summary(en\_US))

|  |  |  |  |
| --- | --- | --- | --- |
|  | Length | Class | Mode |
| en\_US.blogs.txt | 2 | PlainTextDocument | list |
| en\_US.news.txt | 2 | PlainTextDocument | list |
| en\_US.twitter.txt | 2 | PlainTextDocument | list |

rm(list="en\_US")

Table 1. Summary of the file collection (i.e., corpus)

### Data Preprossing

We focus on file "en\_US.news.txt" due to difficulty of handling file collection all together. Data has gone through several transformation steps such as converting to lowercase and removing puncuation marks. In addition, steming was also imposed hoping to reduce unique words but it was decided not to use.

# focus on data "en\_US.news.txt"  
raw <- paste(readLines("en\_US/en\_US.news.txt"),collapse=" ")

## Warning in readLines("en\_US/en\_US.news.txt"): incomplete final line found  
## on 'en\_US/en\_US.news.txt'

# remove problematic characters  
news <- iconv(raw, "latin1", "ASCII", sub="")  
  
rm(list="raw")  
  
# convert to corpus  
newsC <- Corpus(VectorSource(news))  
rm(list="news")  
# transformation  
t <- tm\_map(newsC, content\_transformer(tolower))  
# t <- tm\_map(newsC,FUN=tolower)  
t <- tm\_map(t,removePunctuation)  
t <-tm\_map(t,removeNumbers)  
t <- tm\_map(t,stripWhitespace)  
# save tmp file in case R crashes  
# writeCorpus(t, filenames="newsC\_cleaned\_tmp.txt")  
  
rm(list="newsC")

### Exploratory Analysis

#### Unigram

Frequency of words, sorted by frequency in descending order and displayed with an interval of 1000, in the data file is listed in Table 1. If we plot log(frequency) against log(rank), it appears that frequency x rank is approximately constant (Figure 1). This demonstrates Zipf's Law (see "text\_preprocessing.pdf" by X.Zhu).

# library(data.table)  
  
str <- toString(t$content)  
t1a <- tokenize\_words(str)  
  
# find and remove any words other alphatic  
# idx <- grep('^[A-Za-z]+$', t1a )  
# str(idx) # int(0)  
# t1a <- t1a[idx]  
  
# uni <- ngram(str, n=1)  
# save(uni, file="uni.RData")  
  
dt <- data.table(table(t1a))  
rm(list="t1a")  
dt <- setorder(dt, -N)  
dt$rank <- seq(1,nrow(dt))  
dt$freq <- dt$N/nrow(dt)  
  
# kable(dt[seq(1,nrow(dt),1000),])

plot(log(dt$rank),log(dt$freq))

![](data:image/png;base64,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)

rm(list=c("dt","t"))

Figure 1. Log-log plot of frequency and rank of unique words

#### Bigram

Bigram is explored by using the following code.

bi <- ngram(str, n = 2, sep = " ")  
# save(bi, file="bi.RData")  
# save(str, file="str.RData")  
  
t2a <- get.ngrams(bi)  
dt <- data.table(table(t2a))  
rm(list="t2a")  
dt <- setorder(dt, -N)  
unique(dt$N)  
  
rm(list=c("bi","dt"))

It appears that there is no repeat bigrams in the data.

Trigram can be produced in similar fashion.

### Next Step

Next step is to use the Ngram method to build a predictive model that predict the next word that is likely to occur. This model will be the brain of a Shiny app for word prediction. The words typed in will be tokenized and the last few words will be inputted to the model for next word prediction.

### Help Needed

My R session keeps quitting due to memory issue. Any suggestion is welcome to circumvent the problem.