
An API-addressable 
object store

The Fixity process is used by 
Audit, Recovery and Archive. 
All Moabs being archived or 

restored must be 
fixity-checked to ensure 

validity. The Audit process 
uses Fixity for periodic checks 

of online Moabs.
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When the Archive 
process finds or sends 
an archive copy to an 
endpoint, it updates a 

record in the 
Preservation Core 

Catalog

A POSIX filesystem

A successful recovery sees 
the missing/broken online 
moab replaced by a copy 
pulled from a replication 

endpoint
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The inventory process scans 
the online Moab volumes and 

records what it finds in the 
Preservation Core Catalog

These are the sdr-services mounts, 
containing the online copies of all 
our Moabs, aka "the Moab Master 

Object Store"

The audit process retrieves 
records from the catalog and 

verifies their existence on disk 
and in replication endpoints.

If Audit can't find an 
online Moab on 

disk, it invokes the 
Recovery process 

to bring a copy 
back from a 

replication endpoint

If Audit can't find a record of 
an archive copy of a Moab in 

the PCC, it invokes the 
Archive process to check the 
endpoints and, if necessary, 
make a new archive copy 
from the online Moab and 

send it the endpoints

By preference, 
the Recovery 

process should 
try the local 
replication 

endpoint first.

Fixity Process

Trusted 
Checksum 
Repository

The Trusted Checksum 
Repository is only written to by 

the Archive process, and is read 
by the Fixity process.

The Preservation Core Catalog 
contains records of all online 
copies of Moabs found, and 
cached records of all archive 

copies found in replication 
endpoints.

Existing DOR / 
SDR-PC 

workflows place 
Moab object into 

/sdr-services

We're not touching anything above this dotted 
line. Our MVP work begins AFTER our existing 

workflows have placed a fully-formed Moab object 
on an sdr-services NFS volume


