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| COURSE OUTCOMES | The successful student will be able to:   1. Understand the range of parallel programming options available 2. Understand the issues of approaches for safely controlling concurrency 3. Write programs that take advantage of multiple threads in a shared memory system using the POSIX Threads API 4. Write programs that take advantage of directive based methods such as OpenMP 5. Write programs that take advantage of message passing in a multi-machine cluster using MPI 6. Write programs that take advantage of GPU based computing using CUDA and OpenACC |
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