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# 概念梳理题

1. 子问题
2. 自顶向下；递归；自底向上；迭代；子问题的解；查询；重复计算
3. 1最优子结构；2重叠子问题；3无后效性
4. 状态转移方程；子问题的最优解
5. 边界条件
6. 选择；全局最优解
7. 局部最优选择
8. 子问题；最优子结构性质
9. 不一定

# 解答题

## 1. 台阶问题

将问题分解为子问题。设 **dp[i]** 表示走到第 **i** 级台阶的方法数。由于最后一步是 1 级或 2 级，**dp[i]** 依赖于 **dp[i-1]** 和 **dp[i-2]**，子问题重叠且具有最优子结构。

**动态转移方程：**

dp[i]=dp[i−1]+dp[i−2]*dp*[*i*]=*dp*[*i*−1]+*dp*[*i*−2]

**边界条件：**

**dp[0] = 1**（没有台阶时，只有一种方法：不动）

**dp[1] = 1**（只有 1 级台阶时，只能走 1 步）

**逐步计算：**

| **i*i*** | **计算过程** | **dp[i]*dp*[*i*]** |
| --- | --- | --- |
| 0 | 边界条件 | 1 |
| 1 | 边界条件 | 1 |
| 2 | dp[1]+dp[0]=1+1 | 2 |
| 3 | dp[2]+dp[1]=2+1 | 3 |
| 4 | dp[3]+dp[2]=3+2 | 5 |
| 5 | dp[4]+dp[3]=5+3 | 8 |
| 6 | dp[5]+dp[4]=8+5 | 13 |
| 7 | dp[6]+dp[5]=13+8 | 21 |
| 8 | dp[7]+dp[6]=21+13 | **34** |

**所以** 34 种方法。

## 2. Dijkstra 算法问题

（1）**基本思想：** 迪杰斯特拉算法是一种用于在加权图中找到从单一源点到所有其他顶点的最短路径的算法。其核心思想是贪心策略，即在每一步选择当前已知最短路径的顶点，然后更新与该顶点相邻的顶点的最短路径估计。

**基本流程：**

1. 初始化：将所有顶点标记为未访问，设置源点到自身的距离为0，到其他所有顶点的距离为无穷大。
2. 选择未访问顶点中距离最小的顶点作为当前顶点。
3. 更新当前顶点的邻接顶点的距离：如果通过当前顶点到达某个邻接顶点的距离小于已知的距离，则更新该距离。
4. 标记当前顶点为已访问。
5. 重复步骤2-4，直到所有顶点都被访问。

（2）解答

1. **初始化：**
   * 距离：A=0, B=∞, C=∞, D=∞, E=∞
   * 已访问：A（已访问），B（未访问），C（未访问），D（未访问），E（未访问）
2. **从A开始：**
   * 更新B的距离：A->B = 3
   * 更新C的距离：A->C = 2
   * 更新D的距离：A->D = 9
   * 距离：A=0, B=3, C=2, D=9, E=∞
   * 已访问：A（已访问），B（未访问），C（未访问），D（未访问），E（未访问）
3. **选择C（距离最小）：**
   * 更新D的距离：C->D = 6（2+6=8，比9小）
   * 距离：A=0, B=3, C=2, D=8, E=∞
   * 已访问：A（已访问），B（未访问），C（已访问），D（未访问），E（未访问）
4. **选择B（距离最小）：**
   * 更新D的距离：B->D = 4（3+4=7，比8小）
   * 更新E的距离：B->E = 5（3+5=8）
   * 距离：A=0, B=3, C=2, D=7, E=8
   * 已访问：A（已访问），B（已访问），C（已访问），D（未访问），E（未访问）
5. **选择D（距离最小）：**
   * 更新E的距离：D->E = 1（7+1=8，与B->E相同，不更新）
   * 距离：A=0, B=3, C=2, D=7, E=8
   * 已访问：A（已访问），B（已访问），C（已访问），D（已访问），E（未访问）
6. **选择E（距离最小）：**
   * 距离：A=0, B=3, C=2, D=7, E=8
   * 已访问：A（已访问），B（已访问），C（已访问），D（已访问E），（已访问）

**最短路径：** 从A到E的最短路径是 A -> B -> E，总距离为8。

## 3. 现金找零问题

**(1) 模拟贪心算法找零的过程**

给定集合 *M*={1,5,10,20,50,100}，要找零67元。

**步骤：**

1. 从最大面额开始，尽可能多地使用该面额。
2. 剩余金额继续使用下一个最大面额，直到找零完成。

**过程：**

* 使用50元：剩余 67−50=17 元
* 使用10元：剩余 17−10=7 元
* 使用5元：剩余 7−5=2 元
* 使用1元：剩余 2−1=1 元
* 使用1元：剩余 1−1=0 元

**结果：** 需要6张纸币（50元1张，10元1张，5元1张，1元3张）。

**(2) 集合***M*={1,2,4,8,16}**的贪心选择性质**

**是否满足：** 是的，这个集合满足贪心选择性质。

**原因：** 这个集合是2的幂次方集合，任何数都可以表示为这些数的和（即二进制表示），每次选择最大的数可以保证使用的纸币数量最少。

**(3) 更一般化的猜想**

**猜想：** 如果一个集合 *M* 是某个数 *b* 的幂次方集合（即 *M*={*b*0,*b*1,*b*2,…,*bk*}），那么这个集合满足贪心选择性质。

**(4) 不满足贪心选择性质的集合***M*

**例子：** *M*={3,5,7}

**原因：** 例如，要找零12元：

* 贪心选择：5 + 5 + 2（需要3张）
* 最优选择：3 + 3 + 3 + 3（需要4张）

这个例子中，贪心选择并不总是能得到最少的纸币数量。

**(5) 动态规划的找零算法**

**算法描述：**

1. 创建一个数组 dp，其中 dp[i] 表示找零 *i* 元所需的最少纸币数量。
2. 初始化 dp[0] = 0（找零0元需要0张纸币），其他 dp[i] = \infty（初始化为一个很大的数）。
3. 对于每个金额 *i* 从1到 *n*：
   * 对于每个面额 *m* 在集合 *M* 中：
     + 如果 *m*≤*i*，则更新 dp[i] = min(dp[i], dp[i - m] + 1)。
4. 最后，dp[n] 就是找零 *n* 元所需的最少纸币数量。

**时间复杂度：** *O*(*nk*)，其中 *n* 是目标金额，*k* 是集合 *M* 中元素的数量。

**(6) 贪心算法和动态规划算法的区别**

* **贪心算法：** 每一步都做出局部最优选择，希望这样能导致全局最优解。它简单、快速，但不总是能得到最优解。
* **动态规划：** 通过考虑所有可能的子问题和它们的答案，确保找到全局最优解。它更复杂、可能更慢，但总是能得到最优解。