## Introduction

With the progress and development of science and technology, as an important medium of information dissemination, image has been widely studied in many fields, such as communication, unmanned driving, medical image analysis, aerospace, remote sensing and so on, and plays a more important role in the national society and economic life. People pay more and more attention to the research of image, which makes the field of computer vision usher in the golden age of vigorous development.

As a basic task in the field of computer vision, image classification is an important support for object detection and semantic segmentation. Its goal is to divide different images into different categories and achieve the minimum classification error. After nearly 30 years of research, image classification has been successfully applied to all aspects of social life. Nowadays, it can be seen everywhere in our life - automatic classification of photo albums of smartphones, product defect identification, unmanned driving, and so on.

​ According to the different objectives of the classification task, the image classification task can be divided into two parts: single-label image classification and multi-label image classification.

The ACG is an abbreviation of "Anime, Comic, and Games," used in some subcultures of Greater China. Because a strong economic and cultural connection exists between anime, manga, and games in the Japanese market, ACG is used to describe this phenomenon in relative fields. For some ACG image sharing websites (such as pivix, etc.), multi-label classification of animation images can automatically add corresponding tags to the uploaded images, greatly optimizing the accuracy of user search. At the same time, the website can also use image tags combined with user portraits to recommend animation pictures that users may like. Based on this, our group used a neural network model combined with CNN and RNN to write CNN-RNN to classify animation images with multiple tags.

## Relate work

The traditional solution of the multi-label problem includes machine learning methods and deep learning methods.

Machine learning methods are generally as follows:

1. Problem migration, which transforms the multi-label classification problem into a single label classification problem, such as converting tags into vectors, training multiple classifiers, etc.;

2. According to the characteristics of multiple tags, a new adaptive algorithm is proposed.

Ml-KNN: the nearest k neighbor samples are obtained by the KNN algorithm, and then the number of adjacent samples belonging to a certain label is counted according to the labels of K adjacent samples. Finally, the label set contained in the test sample is determined by the maximum a posteriori probability principle (map).

Rank SVM: Based on SVM, this model adds ranking loss function and corresponding marginal function as constraints and extends the objective function to propose a multi-label learning algorithm. Firstly, the function s / left (x / right) is defined as the size of label set of sample x, and then R is defined\_ K / left (x / right) = wk ^ TX + BK if R is obtained\_ In the maximum s (x) elements {(r}) the K / left (x / right) value is\_ 1\left(x\right), r\_ 2\left(x\right),\ \ldots,\ r\_ If Q / left (x / right)), the label K is selected for the sample x, otherwise it is not selected. In the process of solving, a new sort function R is defined\_ k\left(x\right)-r\_ In this paper, a new sorting function based on the new sorting function is proposed to minimize the ranking loss, and the objective function and constraints suitable for multi-label classification are derived.

Multi-label decision tree: a decision tree is constructed recursively based on the information gain criterion of multi-label entropy. Firstly, the information gain of each feature is calculated, and the feature with the largest gain is selected to divide the sample into left and right subsets, and then recursion is carried out until the stop condition is satisfied. For the new test sample, a path is traversed along with the root node to the leaf node, and the probability of each label is 0, and 1 in the leaf node sample subset is calculated. If the probability exceeds 0.5, the label is contained. After traversing all the paths to different leaf nodes, we can judge all the label information covered.

The deep learning method, the development of deep learning, has greatly improved the accuracy of image classification. The neural network has strong nonlinear representation ability, which can learn more effective features in large-scale data.

CNN-RNN has a strong ability to extract information. According to this theory, firstly, CNN is used to train the input image to obtain the corresponding features, and then the corresponding features of the image are projected into the space consistent with the label, and the RNN is used to search the words in this space. The algorithm fully considers the correlation between categories and can effectively identify the tags with certain relationships in the image.

HCP(hypotheses-CNN-Pooling)：where an arbitrary number of object segment hypotheses are taken as the inputs, then a shared CNN is connected with each hypothesis, and finally, the CNN output results from different hypotheses are aggregated with max-pooling to produce the ultimate multi-label predictions.

Many pieces of research on weakly-supervised segmentation based on image-level make full use of the information of a multi-label classification network. The main idea is to unify the labels into vector forms, construct a matrix label (such as [0,0,0,1,1,0] for each image, and use special loss functions (Hanming loss, ranking loss, etc.) for training. This method successfully transforms the complex multi-label problem into a single label problem so that the traditional classification network can be used for training.

## Plan

Collect and process datasets.

In the process of deep learning model, the selection of data set is very important. A high quality data set can improve the quality of model training and prediction accuracy. The selection and construction of the model is very important, and the training data is also very important to the model. While changing the model architecture to try to improve the accuracy of the model prediction, we also need to pay attention to improving the quality of the input data, and at the same time, we should consider increasing the number of input data to see whether the prediction effect of the model can be improved.

Build model.

Our model is based on CNN-RNN model. CNN has a strong ability to extract semantic information, while RNN can establish the association between information. According to this theory, firstly, CNN is used to train the input image to obtain the corresponding features, and then the corresponding features of the image are projected into the space consistent with the label, and the RNN is used to search the words in this space. The algorithm fully considers the correlation between categories, and can effectively identify the tags with certain relationship in the image.

Evaluation.

We will design an evaluation function to evaluate the performance of the algorithm. More importantly, we will show and visualize the results and try to analyze the pros and cons of the results.
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